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Abstract— This article addresses the explainable machine
learning for data extraction on diverse datasets. In many cases,
individual or specific approaches have been developed for feature
selection (FS) on a certain dataset, but collecting the diversity
dataset and demonstrating it through different FS methods
are challenging. Thus, this article proposed multiapproaches
for FS with the classification of diverse datasets. The pro-
posed framework is developed using various methods, such as
extendable particle swarm optimization (PSO), global and local
searching, feature ranking, feature clustering, computational
cost-based FS, and multiobjective optimization. We effectively
used these methods in our proposed work in a single-setting
framework. We focused on three essential computational items
in our framework: classification accuracy, selected features, and
computational times. Due to the diverse dataset, few methods
have been considered challenging during computational evalua-
tion for classification accuracy with test cost. We tried to manage
the classification accuracy based on total cost and high accuracy
with less cost. The proposed framework is experimented with
the above methods and analyzed through comparative results on
diversity datasets. For example, when regular parameter values
are in the range of 2−13–2−6, the evaluation result affects all
items, i.e., decreasing during this range; other values do not affect
results. We used thresholds ranging from 0.6 to 0.9 for highly
correlated feature pairs as per the support vector machine (SVM)
method for recursive feature elimination.

Index Terms— Classification, computational cost, computa-
tional social system, data extraction, explainable machine learn-
ing, multiobjective optimization.

I. INTRODUCTION

IN THE social system, various social needs have been
identified as per public demands, such as healthcare, agri-

culture, water, and communication issues. Although all issues
are impossible to solve immediately, few issues can be solved
through data analysis using machine learning approaches.
Since extracting features from different social datasets is part
of data analysis, we considered various data analyses through
the feature selection (FS) process. Different approaches have
been used in FS to discover a trivial characteristic from an
extensive feature set. Features in classification are selected to
reduce data dimension, and the arrangement process can be
hasted up.
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Finding the best feature set may be accomplished by
employing a search technique with testing that assesses the
excellent performance of different feature sets. In most cases,
FS methods are categorized into filter, wrapper, and embed-
ding methods to evaluate many datasets [1] based on the
evaluation measure. In wrapper methods, each feature subset
is trained with a classifier as part of a wrapper technique
to assess the performance of the chosen features. However,
despite being computationally costly, wrapper techniques can
generate feature subsets as per specific classification methods
with the objective approaches for prediction. They evaluate
feature subsets based on information, consistency, and other
metrics [1]. Filter techniques are frequently computationally
less expensive than wrapper approaches and are more generic
in their applicability. Generally, the filter approaches are
efficiently searched across the feature domain, while wrappers
provide well accuracy in evaluation. It is possible to acquire
strong prediction performance using embedded approaches
based on training. The most common criteria for evaluating the
degree of dependency are correlation measurements between
the feature and the class.

Although various approaches are used for FS based on the
above approach, they have not considered a generic approach
for any dataset with effective computational cost. Thus,
we considered multiple approaches with test costs as follows.

1) We considered the most potent global search methods
and the least expensive to run compared to the evo-
lutionary computation (EC) algorithms using particle
swarm optimization (PSO) [2]–[4]. However, per [5],
it reveals that nonstop PSO outperforms binary PSO for
FS compared to [6]. For improving classification accu-
racy, the proposed work is to design a fresh approach of
PSO for FS. For this, the global best (gbest) approach
is subjected to an iterative local search that mimics a
standard backward elimination (BE) procedure using:
1) employing a mutual information (MI) approach;
2) utilizing the position value’s additional information;
and 3) focusing the testing of tiny subsets instead of the
entire set of features. We focused on experiments and
compared result analysis of advanced PSO algorithms
on different datasets.

2) The large-volume data constitute a significant obsta-
cle to supervised learning applications. We provide a
new method called structured feature ranking (SFR) to
select supervised features from large, high-dimensional
datasets. First, we present a subspace feature cluster-
ing (SFC) approach to discover feature-based clusters as
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per feature value-related class. The SFC consumes the
class labels to extend the subspace weighting coclus-
tering SWCC) as [7]. As per closed feature clusters
associated with others, we suggest a structured feature
weighting approach to determine the highest-ranking
features, which are also informative and diverse. We ran
tests on both fictitious and real-world data to assess how
well our methods worked.

3) Classification is a significant part of data mining, which
deals with the relationship between feature sets and
class labels. Complications associated with the feature
acquisition process are called computational expense in
fields such as image analysis [8]. When it comes to
classification, our goals are twofold: a sensitive com-
putational FS (SCFS) framework makes it possible to
maximize classification accuracy and minimize total test
cost. Generally, the existing FS approaches try to select
the best feature subset to recover classifier performance;
however, SCFS attempts to strike a stability between
classification performance and the computational cost of
the tests as per performance.

A considerable amount of data is generated due to the inte-
gration of numerous methods. It is impossible to overstate the
magnitude of this data, which provides unparalleled chances to
investigate complex social behaviors ranging from the spread
of infectious diseases to socioeconomic disparities. Big data
(both structured and unstructured) are a key concern in this
area because there is an excess of it and a scarcity of man-
agement approaches to deal with it. Despite extensive study
into big data technologies, accessing data from computational
social systems continues to be a technical hurdle to overcome.
The process of discovering underlying patterns in social data
beyond object-based generalization to some external knowl-
edge is called pattern learning in social data. When it comes
to computational social systems, it is precisely at this point that
knowledge-infused learning makes a difference. It provides an
efficient method of integrating information taken from various
data sources. Several essential technologies, including machine
learning, PSO, the BE approach, MI, and others, are used to
attain these goals.

The primary objective of the proposed work is given as
follows: 1) our proposed framework is to examine and progress
the result of nonstop PSO for classification; 2) the SFR select
supervised features from high-dimensional datasets; and 3)
classification and total cost are reciprocal to each other with
good performance, i.e., increasing accuracy with decreasing
computational cost. As per the proposed approach, we use
an optimization problem and propose a new general SCFS
wrapper framework. Specifically, we introduce a novel term
of testing function for the wrapper method to account for the
test costs of FS processing.

Thus, the significant contribution of the proposed work
is given as follows: 1) we use the PSO algorithm for both
smaller and larger sets of features for classification accuracy;
2) we use different PSO-based algorithms and compare their
performance; 3) we designed SFR to select features from the
dataset using feature-based cluster and SWCC approaches; and
4) we also developed an SCFS model with possible, increasing
accuracy and decreasing computational cost.

Fig. 1. Process of BE.

The remaining part of this article is arranged in differ-
ent sections as follows. We considered the relative work of
this article in Section II. The proposed methodology related
to FS approaches is explained in Section III. This section
considered a multiple-approach framework for FS. Section IV
has designed a structural feature ranking method. Section V
elaborates on cost-based FS. The evaluation performance with
analysis is explained in Section VI. The performance analysis
on clustered-based FS is given in Section VII. The result
analysis on computational cost-based FS is elaborated on in
Section VIII. The wrapper method using forward selection and
recursive feature elimination (RFE) is explained in Section IX.
The overall discussion is mentioned in Section X with future
work. This article is concluded in Section XI.

II. BACKGROUND

We considered the related work to find out the disadvantages
and difficulties of earlier models or frameworks from different
resources.

A. Conventional Techniques for Selecting Feature Sets

Instead of selecting only the most essential features, a fea-
ture ranking method is considered for FS-based classification
with specific criteria [1]. It looks for the highest ratings of
features to pick the best features. Some selected features
may be redundant in a highly correlated dataset, making
this approach ineffective. Once updated on any features, it is
impossible to reupdate next time, called nesting. Solving this
problem, forward and backward time-based FS approaches are
considered. Still, identifying the values of this parameter is dif-
ficult. Two types of floating selection methods were proposed:
1) sequential backward and 2) forward floating selections.
Later, a linear forward selection (LFS) approach was suggested
[9]. The gradient descent- and privacy preservation-based FSs
are designed in [10] and [11]. By limiting the number of
features for most cases, computational costs can be kept low,
while the classification accuracy remains high. Few predictive
and cryptic techniques are also used in data mining, which
assists in selecting features from the dataset [12]–[14].
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B. Computational Approaches for Feature Selection

Genetic algorithms (GAs) and genetic programming (GP)
were utilized to obtain various solutions for FS problems [15].
The results showed that classification accuracy was improved,
while the number of features was reduced substantially.
According to Zhu et al. [15], this approach incorporates GA,
and a local search has been proposed for FS. Filter measures
and classification performance are used to occupy all particle
locations and make a collaborative algorithm for FS [6]. This
method generated good performance than PSO according to
the results of the experiments. This approach is compared to
any wrapper algorithm, which is usually better at classifying
than a filter algorithm. The multiswarm PSO method solves FS
issues. As a result of its use of multiple subswarms with many
particles, the proposed algorithm is computationally intensive.
Several methods have been developed for new gbest chang-
ing approaches to improve PSO performance. Lin et al. [16]
suggested a PSO with the support vector machine (SVM)
approach for selecting wrapper features. This algorithm aims
to optimize the SVM parameters and look for the best feature
set simultaneously.

C. Structured Feature Weighting Method for Supervised
Feature Selection

There have been many approaches for selecting fea-
tures from the feature set, eliminating unnecessary features,
and improving performance. Filter, wrapper, and embedded
approaches are the three main categories of FS methods. The
filter methods have no learning algorithm, which chooses
feature subsets based on the data’s essential appearances.
Relieve-F in [17] is one of the most common supervised
filtering methods [18]. Such methods can be time-consuming
because they treat forecasting the performance with the help of
different objective components [19]. The training process for
embedded methods includes FS. It has become increasingly
popular to use embedded methods better than others [5]. Text
mining, bioinformatics, and recommendation systems are just
a few areas where it has recently been used. It has been
suggested that hierarchical and several clusterings, such as
spectral and partitional coclusterings [20], are the best models
for coclustering. To deal with high-dimensional data, FS has
become increasingly significant [21]–[23].

D. Cost Testing for Feature Selection

The different statistical methods are used to evaluate and
remove unimportant features from a dataset. It is common
for wrappers to use the expected feature subset based on its
performance with various features. These algorithms involve
different searching methods, including greedy search and
random [24] searches to find the best feature subset. Even
though wrappers are more precise, the computational burden
that they impose is prohibitive. During the computational
process, embedded methods use FS, which is only applicable
to a particular machine. RFE achieves FS and extracts feature
subset using the SVM method. The RFE concept was used
by Archibald and Fann [25] to create a new procedure for

picking features from image data. The computational cost for
FS is designed using the wrapper framework in [26].

Feature acquisition time and space complexity are used for
computational expense [8]. Instead of focusing solely on the
accuracy, the computational cost evaluation approach was used
to balance accuracy efficiency and measuring cost. For the
best decisions, both the computational cost and the accuracy
of the classification must be taken into consideration. Despite
the abundance of prior work on FS, less approach was taken
with a multiobjective optimization problem. In this case, the
weight of the test cost could be controlled by entering the
parameter manually. The wrapper model-based test cost FS
has been designed by Jiang et al. [26].

E. Mechanism for Computational Social System

We explained few approaches related to the social system
with the proposed mechanism as follows. Different mobile
apps are used through Social Internet of Things (SIoT) sys-
tems, which assists to distribute various message records and
regular events, such as health, incidents, and sports [27]. Soil
and environmental characteristics are used in crop cultivation,
which is analyzed by machine learning techniques, such as
the RFE technique with several classifiers [28]. Different types
of smart devices, such as smart mobiles and smart wearable
devices, are used in the human-in-the-loop (HITL) system
[29] as users’ requirements. Different user connectivity and
collaborative computation offloadings for developing smart
cities endorse citizen life [30]. Various depression intensity
problems of any person have been issued in present society.
Few authors find out its reason and analyze it with a deep
learning approach [31].

III. MULTIPLE-APPROACH FRAMEWORK FOR

FEATURE SELECTION

We have tried to find out the generic approach for
many applications on different datasets. Although different
approaches have been developed for FS and classification, they
used specific methods for certain datasets. Thus, we considered
the following approaches to make a common elementary
approach for the diversity of research work.

A. Particle Swarm Optimization Method

Though the PSO approach has already developed, its com-
prehensive approach is considered for our framework. As per
the fundamentals of swarm intelligence, PSO is motivated by
collective attributes of a community, such as fish grouping
and birds grouping [2], [3]. A particle is used to represent a
potential solution in PSO. A group of particles works together
to get the appropriate solutions in the available space. Thus,
the movement of a particle is designed as follows. When a
particle (i) moves, its position and velocity are defined by xi

and vi in the searching space D as per dimension, respectively.
We considered the two best solutions for the movement of
a particle. It is possible for each particle to remember its
personal best (pbest) and the prior visited by all swarms
considered as gbest. The PSO approach iteratively changes xi
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and vi of each particle to find the best solution by formulating
the following equations:
v t+1

id = w ∗ v t
id + c1 ∗ ri1 ∗ �

pid − x t
id

� + c2 ∗ ri2 ∗ �
pgd − x t

id

�
(1)

x t+1
id = x t

id + v t+1
id (2)

where particle i ’s velocity in the (t + 1)th iteration is v t+1
id ,

where v is considered as the velocity of particles in the
(t + 1)th iteration in the d dimension. Position x t+1

id and weight
w recognize the influence of the previous velocity on the
current position of particle i . There are two acceleration
constants c1 and c2 in this equation. The rand() function
returns random values that are evenly distributed between 0
and 1. There are two ways to look at this data: pid and pgd

are used in the dth dimension for two solutions: local best
position (pbest) and gbest position.

Since the PSO model has the limitations of the existing
approaches, we try to extend the PSO-based model approaches
to avoid the limitation of this model. Thus, we have made
the proposed model to find different solutions based on
multiobjective approaches. Initially, we considered the particle
swarm optimization backward elimination (PSOBE) algorithm
for the proposed model as Algorithm 1 that depicts its overall
structure. We use two kinds of particles for PSO position. The
particle occupies its pbest and the gbest. The computational
complexity of Algorithm 1 is O(n2). The BE procedure on
gbest is omitted in PSOBE. As a result of PSOBE, the
information of each particle is encrypted as an array of
numbers, with each element’s value denoted by the xi = (xi1,
xi2, . . . , xid, . . . , xiD),. The dth feature’s probability will be
selected as 0 ≤ xid ≤ 1. This feature is selected or deselected
based on a threshold value θ . If θ ≤ xid, the dth feature will
be enabled for selection; otherwise, it would not use the dth
feature. For lessening the evaluation error for classification,
the fitness function in PSOBE is defined as (3) based on a
wrapper measure

Error Rate = FP + FN

TP + TN + FP + FN
(3)

where FP, FN, TP, and TN stand for false positives, false
negatives, true positives, and true negatives. To mimic the
distinctive BE algorithm, a “BE” process is designed [33].
For gbest, the BE seeks the best solution while improving
search capability and preventing algorithm inactivity. Well
evaluation and good performance are two essential compo-
nents in developing this BE. The position’s value shows how
the corresponding features will be selected. Thus, BE seeks to
utilize position value information even further. The following
consecutive sections described, in detail, the BE with its
performance.

B. Method of Backward Elimination

The BE method must be simple computation for needed
features because wrapper-based FS methods have no low eval-
uation performance. Thus, we considered the filter approach
using MI in this article. In addition, PSOBE is expected to
benefit from both filter and wrapper methods by implementing
this filter measure. Generally, the MI method is used to select

Algorithm 1 PSOBE
Input: Data set, parameters in PSO;
Output: gbest; Overall classification accuracies.
1 Begin
2 Start with initial value of the position and velocity of each particle;
3 If (iteration �= Max) then
4 compute fitness for each particle as eq. 3
5 Based on PopulationSize
6 modify the pbest of particle i; and
7 modify the gbest
8 Based on Dimensionality, do
9 modify vid as Eq. 1;
10 modify xid as Eq. 2;
11 compute “BE” on gbest;
12 End
13 Evaluate the classification accuracy on the test set;
14 return the position of gbest, the training and test classification

accuracies;
15 End

features based on the variables such as both features and the
class label [12], [33]. We considered the set of features to be F
( fi |F |), and the class label is c. The relevance measurement
between F and c is shown in (5) and can show the contribution
of fi to the relevance as (6) where the calculation of I ( fi ; c)
is defined in (4). For (4), the reader can refer [34]

I ( fi ; c) = −
�
i∈|F |

p( fi , c)log2
p( fi , c)

p( fi )p(c)
(4)

Rel(F) =
�
fi ∈F

I ( fi ; c) (5)

�Rel( fi ) = I ( fi ; c). (6)

Furthermore, the redundancy in feature set F is determined in
(7) as

Red(F) =
�

fi , f j ∈F

I ( fi, f j ). (7)

Equation (5) is also brought by fi

�Red( fi ) =
�

fi , f j ∈F; fi �= f j

I ( fi, f j ). (8)

We have generated a good feature set by the difference
between Rel(F) and Red(F). Thus, we proposed the best
feature set as B( fi) in the following equation:

B( fi ) = �Rel( fi − 1

|F | − 1
�Red( fi )). (9)

For BE, the feature has the largest redundancy and smallest
relevance. A higher value of (9) represents a better value.
Removing a feature with the lowest B( fi) value will help
BE because it has the most remarkable redundancy and the
smallest amount of relevance. fi should not be removed if
B( fi) ≥ 0 because its relevance is more significant or at least
equal to its redundancy when B( fi) ≥ 0; the relevance of
feature fi is larger. Thus, feature fi is removed only when
B( fi) < 0, and B( fi) is the smallest value in F , i.e., all other
features in F are reduced to their minimum values, which is
the case here because B( fi) ≤ B( f j), where j �= i .

C. Based on Position Value

The BE considers the position value to optimize the data
value, which contains probability information. Equation (9) is
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changed to form a new equation by joining the position value
of fi (xi) as (10). In this case, the value is 1.0 because the
relevant feature has been selected. Equation (10) adds xi to
ensure that, if the same value has happened for two features
as (9), it neglects the lesser position value (i.e., more negligible
value) from F . Because of this, fi can only be eliminated if
B �( fi ) < 0 and B �( fi ) ≤ B �( f j ), where j = 1, 2, . . . , |F | and
j �= i

B �( fi ) = 1

xi
∗ (�Rel( fi ) − 1

|F | − 1
�Red( fi )). (10)

D. Measurement of Be

As per the BE method, the number of features will need to
remove during the FS process. We considered the dynamic
values that are determined by gbest’s preferences for BE.
Using a clustering approach, similar features are first grouped
into several clusters and then into clusters within the same
cluster to solve the problem. Instead of using gbest’s features,
the BE is applied to each cluster individually. According to
expected performance, the elimination of a single feature does
not significantly impact the classification performance if many
features are chosen from a single cluster. Thus, the BE is
performed on a subset of the gbest-selected features for each
cluster (i.e., F used above).

If features are selected greater than
√

m + 1 by gbest (i.e.,
|F | >

√
m). This ensures that, even if gbest only uses a

small portion of the features available, the essential data will
be preserved. When many features are chosen, removing one
would not affect classification accuracy. However, (10) will
reduce one feature as per the performance of BE in the same
cluster. Equation (10) on smaller feature clusters will decrease
the computation costs on the extensive feature set.

Fig. 1 depicts the BE process flowchart in the diagram form.
While there are many steps in this BE, its evaluation is quicker
than a classifier assessment using the wrapper approach. The
algorithm will be guided to look for small feature subsets if
the quantity of features in gbest is reduced, and this will take
less time as per the reduction of features. Thus, as per the BE
approach, the reduction of features creates good classification
performance and reduces the computational cost on gbest
accordingly.

IV. STRUCTURAL FEATURE RANKING METHOD

We have considered the structural feature ranking
approaches for choosing features. We developed a cluster
with high correlated features and chose features from the
feature set with the help of a cluster to minimize redundancy.
Chen et al. [7] had made earlier clusters based on highly
correlated features in subspace.

The structured ranking approach is proposed for FS in this
article. The new method begins by grouping the features into
a set of feature clusters, which will be considered for feature
ranking as per the method. A structured weighting ranking
method makes a list of features as their ranking as per SFR
and feature clusters, which is proposed to obtain a concluding
list of features as per ranked from various feature clusters.

We proposed the SFR method’s steps for analyzing selected
features, as shown in Fig. 2. To find the disjoint feature
clusters, we first group the labeled dataset X with n number of

Fig. 2. Process of the structured featured ranking method.

Fig. 3. Wrapper framework for SCFS.

features as F = { f1, . . . , fn} into a number of disjoint feature
clusters as {Q1, . . . , Qm}, where Q j ∩ Qi = �(∀i �= j ) and�m

j=1 Q j = F Finally, we use a structured weighting feature
ranking method to determine how the n features should be
ranked. We will go over feature clustering and structured
weighting in these sections as follows.

A. Optimized Features

Let the labeled data matrix X Rnxm contain n instances
and m features. We follow a subspace weight matrix (SWM)
C Rkxl as [40], in which cgj is considered as the weight of the
cluster with the j th column and the gth row. We made cluster
X with k row and l column for the labeled data matrix. We also
developed the objective function based on SWCC as [40] in
the following equation:

min
U,V,Z,C

1

mn

k�
g=1

l�
h=1

n�
i=1

m�
j=1

uigv jhcg j(xi, j − zg,h)
2

+ η

m

k�
g=1

m�
j=1

cgi logcgi

s.t.
k�

g=1

uig = 1, uig ∈ {0, 1}
l�

h=1

v jh = 1, v jh ∈ {0, 1}
m�

j=1

cg j = 1, cg j ∈ {0, 1}. (11)
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Based on the class label in X , it is possible to construct
U Rnxk with known class labels by setting uig = 1 when
xi gth class and 0 otherwise. This is called supervised FS.
The feature clustering process’s goal is to group n features in
cluster X and create l number of feature clusters. Getting this
goal, we considered SFC to generate the objective function
as (12) from (11)

min
V,Z,C

1

mn

k�
g=1

l�
h=1

n�
i=1

m�
j=1

uigv jhcg j (xi, j − zg,h)
2

+ η

m

k�
g=1

m�
j=1

cgi logcgi

s.t.
l�

h=1

v jh = 1, v jh ∈ {0, 1}
m�

j=1

cg j = 1, cg j ∈ {0, 1}. (12)

Equation (12) has the approximately same solution as (11) of
V , Z , and C . As per [23], we can find the solution of V ,
Z , and C from (12), which are explained as in the following.
When Z and C are static, V can be solved as follows:⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

v jh = 1, if P(h) ≤ P(t) for 1 ≤ t ≤ L where

P(t) =
k�

g=1

n�
i=1

uigcg j (xi j − zgt )
2

v j t = 0, for t �= h.

(13)

When both V and C are stable, Z can be defined as follows:

zgh =

n

i=1


m
j=1 uigv jhcg j xi j
n

i=1


m
j=1 uigv jhcg j

. (14)

If both Z and V are stable, the optimal solution for C is

cg j =
exp

�
− Eg j

η

�


m
j �=1 exp

�
− Eg j �

η

� (15)

where

Egi = 1

n

l�
h=1

n�
i=1

uigv jh(xi j − zgt )
2. (16)

Based on the above equations, we developed Algorithm 2 for
the workflow of feature clustering ranking based on the
subspace weighted matrix.

Algorithm 2 predicts the comprehensive information to (12)
and also updates V , Z , and C cyclically until convergence
is achieved. Because we are getting closer and closer to
the local minima of (12), the optimization process is strictly
decreasing to local minima. SFC’s computational complexity
is O (rnmkl), when the algorithm converges after r itera-
tions. Using k-means, we can see that clustering extensive
high-dimensional data can be efficient because the computa-
tional cost of SFC is proportional to the number of features
and records. The SFC algorithm searches dissimilar starting
clusters with the center to provide several feature clusters.
Then, we run SFC with different initial cluster centers for

each of l and η to provide a coclustering output Ĥ , run with
H Ĥ , and choose H ∗ Ĥ as well clustering performance.
Each object’s label is predicted by applying the learned V ∗,
Z∗, and C∗ to determine the class to which it belongs. This is
done by placing the object in the class with the least weighted
distance from the others

label(xi) = arg min
g

⎡
⎣

l�
h=1

m�
j=1

v∗
jhc∗

g j

�
xi j − z∗

gh

�2

⎤
⎦. (17)

After that, various evaluation indices, such as accuracy,
recall, and others, can be used to assess the accuracy of
the classification output getting from H . The user typically
specifies the number of feature clusters l to use. The best
coclustering result can be chosen from a set of multiple
coclustering results by selecting multiple l.

Algorithm 2 SFC
1: Input: Dataset X, l- feature clusters and regularized parameter η.
2: Output: SFC outcome V and the SWM C.
3: Make a binary matrices U ∈ Rn×k from class labels,

where uig = 1 for the ith feature with the gth class.
4: i initialize 0 with arbitrary Z
5: Assume cgj = 1/m for ∀ g and j.
6: iterate
7: Compute Vi+1 using (13).
8: Compute Zi+1 using (14).
9: Compute Ci+1 using (15) and (16).
10: i++
11: upto(12) gets local least value

B. Structured Weighting Feature Ranking

Since each feature’s contribution to each class is identified
by the learned weight matrix C in H ∗, ranking the features
to C is logical. As a result, a projection matrix W Rmxk is
learned, and the importance of the features can be estimated
as {||w1||2, . . . , ||wm ||2} using the least-squares regression
method. Due to the non-negative nature of C in SFC, we can
assess the relative importance of various features using the
formulas {||c1||1, . . . , ||cm||1}. The nominated features are
involved in a few feature clusters with well correlation if
it chooses r high-rank features as C , which can select r
import features. We proposed a ranked weighting method for
ranking features to choose features with well performance.
The new method sorts feature in feature clusters according
to {||c1||1, . . . , ||cm||1}; then, it uses in ascending order to
sort the remaining features in the clusters in reverse order.
Considering that the j th feature index as per feature cluster
is l j , we execute a weighted feature ranking vector θ Rm as
per the j th feature index with cluster l j as follows:

θ j = ||c j ||1λl j (18)

where the user specifies the weighting parameter λ (0, 1].
In this case, the weights in a feature cluster are geometrically
decreased using λl j . To degenerate into the traditional ranking
approach, set λ = 1, and use θ j . If λ < 1, it geometri-
cally decreased weights as per the number of features in a
cluster, deemphasizing features with the lower order. As a
result, selecting various features from a feature cluster will
be avoided. Consequently, using the criteria, we can choose
features from the cluster as per θ .
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C. High-Performance Ranking

Algorithm 3 summarizes the detailed procedure above. First,
we use SFC to create l disjoint feature clusters from m features
in X using the new method. Finally, we use a structured
weighting feature ranking method to determine how the m
features should be ranked. The computational cost in the
algorithm is O(n2).

Algorithm 3 SFR
1: Input: Dataset X, l- feature clusters, the parameter η, the structured

weighting parameter λ and repetition of clusters rep.
2: Start with clustering output list H =0.
3: For j: 1 to rep do
4: Evaluate SFC(X, l, η) and start cluster centers H with results
5: Combine H into H.
6: end for
7: Authenticate the output H ∈ H, and choose H∗ ∈ R with the best

clustering output
8: Evaluate the l1-norm of C and arrange a sorting approach for

features from the feature cluster as their values.
9: Evaluate θ ∈ Rm×1 as eq. (18).
10: Arrange top to bottom as top r ranked features with the help of θ .

V. COST-BASED FEATURE SELECTION

We further considered the computational cost of evaluating
different FS approaches. Evaluating and selecting the most
cost-effective filter method are used as correlation-based FS
(CFS) [35]. Using cost-sensitive CFS (CSCFS) as [8], a new
evaluation function is proposed to account for the total cost
of testing the selected features while keeping the original CFS
evaluation function intact. The CS-CFS assesses the value of
k features from subset S as follows:

MCs = k ¯rci√
k + k(k − 1)r̄i i

− λ


k
i=1 Ci

k
. (19)

To calculate MCS (total cost of k selected features of subset
S), we need to evaluate (19), where k = selected features
from subset S, ¯rci is mean correlation between feature class
in S, r̄i i is the mean correlation among features in S, Ci is
the i th test cost in S, and λ is used as a weight for the cost
function. According to the observation, CS-CFS performed
better with higher values of λ, but the overall test cost is lower,
and the classification accuracy decreased. We used λ = 1 for
managing classification accuracy with the test cost. We use
additional terms for test cost based on the FS approach and
consider a filter framework within SCFS. When comparing the
objective of the total cost, Kohavi and John [36] show better
performance on wrapper than the filter method because they
optimize a classifier during FS processing.

However, there has been very little progress in developing
a wrapper approach for SCFS. Thus, this framework aims to
make an enhanced SCFS wrapper framework in a general form
to make sure that our wrapper framework will work with good
validation.

Fig. 3 depicts the wrapper framework for SCFS as per CS-
CFS and framework [36]. SCFS has two primary goals: 1)
classification accuracy must be improved and 2) test costs
must be reduced. Thus, we consider that the SCFS issue is a
multiobjective optimization issue. Multiobjective optimization
problems can be solved by turning them into single-objective

problems. The CS-CFS incorporates the total test cost as a
new term when evaluating filter FS methods. To counter this,
we came up with the idea of creating a modified wrapper
approach for SCFS that incorporates the computational cost
associated with computing features. We developed our frame-
work with a computing function for determining classification
accuracy using specific classifiers and measuring total test cost
for the selected features (S)

Tc(Model, S) = Modelaccuracy −
k�

i=1

Ci . (20)

Tc(Model, S) is evaluating the overall cost based on classi-
fication accuracy and selected feature subset S. Modelaccuracy

is the built model’s accuracy in classifying test instances (the
percentage of correctly classified test instances). The test cost
is defined from the i th to the kth selected features from S as Ci

(i = 1, 2, . . . , k). We tried to make good models for advanced
classification accuracy with lower total test costs according
to the hypothesis of the proposed evaluation function. In (20),
a better-performing built model has well accuracy with less test
cost. This article chooses relevant features with low test costs
by balancing a wrapper method against the total test cost. Here,
we considered two distributions: beta and uniform distributions
on [0, 1]. However, before applying the algorithm, the test cost
needs to be 1. This can be accomplished by utilizing a large
number of normalization strategies. Because normalizing real-
world test costs is not the focus of this article, we used the
most basic normalization approach as

C∗
i = Ci

Cmax + 1.0
. (21)

For all features, Ci contains the original test cost, and C∗
i

represents the normalized test cost. Finally, Cmax contains the
highest value of all original test costs. We aim to obtain a
subset of the original feature space using different searching
approaches. The framework that we are presenting here is
generic enough to use any search strategy. To test and validate
our framework, it considers the forward best-first search that
creates all possible single feature expansions by starting with
null features.

Selecting the item with the highest overall rating leads to a
new round of searching that includes additional features that
were not previously considered. If adding more features to
a feature subset does not improve performance, the search
goes back to the previous best-unexpanded feature subset and
keeps searching until adding more features does not help.
Our proposed SCFS wrapper framework’s detailed process is
shown in Algorithm 4. The greedy hill-climbing is combined
with a backtracking facility in Algorithm 3. The parameter
max-stale determines how much backtracking is done based
on serial nonimproving nodes. We consider nonimproving
nodes before ending the search in our current implementation.
We used the same parameter value because of our SCFS.
Algorithm 1 is a very effective algorithm used with the help
of basic classifiers, such as C4.5 [37] and naive Bayes [38].
We calculated the worst case time complexity of this algorithm
as O(n2) (n is the available features in the dataset). We also
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Algorithm 4 SCFS
Input: Training data, A-: feature set, maxstale-: non-improving nodes, q-
addjudge
Output: SCFS- built classifier
1. Create set � for feature set (open, closed, best)
2. k=0, and p = sizeof (A)
3. if (k<maxstale) then
4. q = false
5. v = max Merit(model, w) from � = open
6. for i=1 to m,
7. do Fi = ith feature from A
8. if v or Fi are not in open and closed, then
9. Create tempMerit= Merit(Model, v∪Fi)
10. open=open+ v∪Fi
11. if(tempMerit>bestMerit) then
12. k=0, q=true
13. bestMerit=tempMerit
14. Best= v∪Fi
15. endif
16. endif
17. End for
18. if(!q) then
19. K++
20. end if
21. create a classifier with selected features as Best
22. Return built classifier

applied the resubstituting accuracy to lessen the time complex-
ity. However, this approach is not a good indicator of accurate
classification of fresh data during moderate processing.

VI. EXPERIMENTAL RESULTS AND ITS ANALYSIS

Based on the proposed framework, methodology, and algo-
rithm, we evaluated various parts of the model, formulas,
equations, and procedures of algorithms. As mentioned in
Tables I–III in the Appendix for evaluation, we considered dif-
ferent datasets. Since our approaches are different, all datasets
are not used for standard methods. Based on the approach,
suitable datasets are evaluated for good performance. The
dataset is also considered as per applied approaches. Thus,
different types of tables are considered based on datasets for
the complementary approach. For example, Table I is evaluated
with dataset characteristics, such as several features, classes,
and instances with additional characters i.e., clusters.

A. Datasets and Parameters

We collected different datasets from the UCI machine
learning repository to conduct the experiments. The suggested
algorithm can address various problems by using different
datasets with different features, classes, and instances. We con-
sidered the dataset as 70% and 30% of data for each dataset
on training and test sets. Using Weka [39] to discretize the
training data is necessary because the clustering and MI-based
works are evaluated through discrete data. Each dataset only
needs to go through the statistical clustering method once,
as shown in Table I.

We considered two selection approaches as stepwise for-
ward selection (SFS) and greedy stepwise backward selec-
tion (GSBS) [9]. With Weka [39], the experiments for LFS
and GSBS are run using only the default settings. Further-
more, we considered PSO-based approaches, such as PSOFS,
PSO2S, PSO42, and PSOBE from [13] and [40]. The fol-
lowing parameter values are entered into the PSOFS, PSO2S,

TABLE I

DATASETS

PSO42, and PSOBE methods as w is equal to 0.7298, c1
equals c2 as 1.49618, and the threshold value θ is 0.6. There
are 40 population sizes with a maximum of 100 iterations.

B. PSO-Based Standard Approaches

We considered two standard greedy search-based FS algo-
rithms, such as LFS [9] and GSBS, for searching techniques
in our experiments. LFS reduces the number of evaluations by
limiting the number of features based on the forward selection
step. As a result, LFS creates better performance than others
[9]. This backward selection method begins with all features
and continues until the accuracy of classification decreases
due to removing any of them. Two PSO-based algorithms
are called PSOFS and PSO2S, and the third is called PSO42.
PSOFS selects features using a standard continuous PSO. The
details of PSO2S’s two-stage algorithm can be found in [13].
There is a difference between PSO2S in [13] because it is con-
sistent with other PSO2S implementations, such as PSOBE.
There are two primary updating mechanisms in PSO42: pbest
and gbest. PSO42’s specifics can be gleaned from [40]. The
error rate of accuracy is utilized in the fitness function in
PSOFS, PSO2S, and PSO42, just like it is in PSOBE.

C. PSO-Based Result Analysis

The performances of PSOBE- and PSO-based FS
approaches are mentioned in fig 4, and the comparison per-
formance is mentioned in Fig. 5.

A PSO approach selects an average numeral of options from
a list of all available options, represented in Fig. 4 by the term
“All.” The values for “Best,” “Ave,” and “Std” are based on 40
independent runs, and these values represent the best results
from the 40 separate tests. We considered the implication
experiments of accuracy for several methods, such as “All,”
PSOFS, PSO2S, PSO42, and PSOBE methods, under the PSO
approach. The different outputs are shown in Fig. 4(a)–(c).

D. Performance of PSOBE

As per the evaluation of PSOBE, the classification accuracy
is good on two datasets by PSOBE compared to other datasets,
as shown in Fig. 4. PSOBE only used about a quarter of the
available features in each case. When working with datasets
with many features, such as Arrhythmia, Madelon, and multi-
ple, PSOBE removed 90% of the features while also improving
classification accuracy significantly. The FS algorithm reduces
the dimensionality of the data using PSOBE while improving
the classification accuracy.
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Fig. 4. (a) Evaluation of the PSO approach on different datasets for average
size. (b): Accuracy as per the PSO approach. (c) Standard deviation values
as per the PSO approach.

Fig. 5. Performance of LFS and GSBS.

E. Comparing Evaluation on PSO-Based Algorithms

We experimented with different algorithms under PSO for
FS and compared its classification accuracy, as shown in
Fig. 4. The PSOBE-based FS is significantly fewer than
PSOFS FS, as shown in Fig. 4. PSOBE performed well in
classification accuracy than PSOFS on datasets such as Vehicle
and MultipleF datasets. However, the quantity of features is
much smaller. PSOFS selected an average of 297.07 features
on the MultipleF dataset. When we decrease the number of
features for PSOBE, such as 51 features, then there is only
a 0.14% decrease in average classification accuracy. When
comparing PSOBE to PSO2S and PSO42, it is easy to see
that PSOBE has selected fewer features than either PSO2S
or PSO42. Only on the Ionosphere datasets, PSOBE selects
slightly more features than PSO42, but PSOBE outperformed
PSO42 in classification accuracy.

F. Compared With Existing Approaches

We have taken a comparison performance among LFS,
GSBS, and PSOBE, as shown in Fig. 5. When using LFS

Fig. 6. Computational time of PSOFS, PSO2S, PSO42, and PSOBE.

or GSBS, only one solution is generated with two evalua-
tion items, such as Size and Acc columns, which identify
the number of features and classification accuracy. Size and
accuracy metrics for PSOBE can be found in the columns
labeled “Size” and “Acc.” PSOBE’s classification accuracy
increases with the smaller number of sizes. As shown in
Fig. 5, PSOBE selected more features than LFS, but it was
much more accurate in its classifications than LFS in the vast
majority of cases. LFS outperformed PSOBE for classification
in the multiple datasets, but PSOBE’s classification accuracy
is higher than LFS’s (as shown in Fig. 4). When comparing
classification accuracy and the number of features, PSOBE
consistently outperformed GSBS. Using PSO and “BE,” the
results show that traditional methods, such as LFS and GSBS,
cannot adequately discover a better feature set solution.

G. Comparing the Computational Times of Different
Algorithms

We considered the average computational time for all
approaches, such as PSOFS, PSO2S, PSO42, and PSOBE in
one time run, as shown in Fig. 6. Minutes are used to express
the values in Fig. 6, which shows that all four algorithms
under PSO completed their execution within 10 min, excluding
more features and records. All four algorithms are wrapper
approaches, which is why they take so long on large datasets.
Their computational time was mainly devoted to evaluating
the fitness of feature subsets to determine the training classi-
fication error rate. A more significant number of features or
records necessitate a more extended evaluation period to assess
their suitability.

Fig. 6 shows that PSOBE took less time than the other
approaches, such as PSOFS, PSO2S, and PSO42, and this can
be seen from the results. Even though PSOBE requires more
“BE” steps than the other three algorithms, it is computation-
ally less expensive, supporting our hypothesis. This pattern can
be seen especially on the two datasets: Madelon and MultipleF.
These two datasets took more time due to a larger dataset. Due
to LFS’s narrower focus on features, PSOBE runs slower than
LFS and GSBS. However, with many more features, such as
Madelon and multiple, PSOBE is faster than GSBS. GSBS
initiates with all features and necessitates a lengthy evaluation
process for each one. While the number of evaluations in
PSOBE is fixed, the number of evaluations in GSBS increases
as datasets get more extensive.

VII. PERFORMANCE ON CLUSTERED-BASED FEATURE

SELECTION

We considered clustered-based FS’s performance with five
gene expression datasets, as shown in Table II for experiments.
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TABLE II

FIVE GENE EXPRESSION DATASETS

Fig. 7. Feature clustering outputs of SFC versus η on D1.

Different gene expression data with several genes, the number
of patients, and classes are mentioned in Table II. We executed
different experiments on the dataset, as shown in Table II.
It shows the system’s capabilities and investigates how it ranks
features based on SFR performance. As per the experimen-
tal setup, we considered the dataset D1 as 100 rows and
100 columns. D1 is capable of being divided into 16 equal
blocks. D1 was used to investigate the SFC algorithm’s sub-
space weights in the experiments. Because the data contain
four coclusters, we chose L = 4 and 20 real values for η.
To sum it up, we gathered over 2000 results to examine the
influence of parameters on structured feature clustering for the
final coclustering result.

A. Use of η on C

As per clustering output, we calculated the average entropy
of C . When η is small, the average entropy of C decreases.
It grew when multiplied by η and then shrank back down.
As a result, it proliferated as η increased. Entropy regularizes
forces’ weights to be more evenly distributed, so the overall
average entropy of C does not update more when it is high.

B. Effects of η on the Results of Feature Clustering

All feature clustering results are evaluated using the five
most widely used evaluation indices. Considering that the
clustering result depended on initial clusters, we averaged out
100 evaluations and presented the average results. When η
is small, everything is low, and then, they quickly increase.
The results of confusion evaluation based on η parameter
are {2−17, 2−16, . . . , 21, 20}, where the parameter values are
considered for all evaluation matric items, such as accuracy,
precision, recall, and F-measure, as mentioned in Fig. 7. When
the parameter values are considered in the range of 2−13–2−6,
the evaluation result affects all items, i.e., decreasing during
this range; other values do not affect results.

C. Assessment of Result and Analysis

We considered six methods of FSs that are compared to
substantiate the efficiency of SFR, including Relief-F [17],

[41], RFS [42], MRMR [43], Fisher Score [44], SVM-RFE-
CBR [45], and UGL [46]. We used the same set of parameters
for all methods to ensure fair experiments, ranging from 10−5

to 105. In both UGL and SVM-RFE-CBR, we used thresholds
ranging from 0.6 to 0.9 for highly correlated feature pairs.
After 60 features are removed from SVM-RFE-CBR, half of
them are removed in each iteration until all 60 features have
been removed. We chose the numbers between [1, 10] and λ
for [0.1, 1] to run SFR on all datasets. For our evaluation, the
quantity of clustering reps is set to 20.

We used seven supervised FS approaches to pick out various
features from Table II. We then performed a fourfold SVM
on the feature set data. Fig. 8 shows the maximum accuracy
against FS as seven approaches on five datasets. The proposed
method SFR is performed well compared with all other
methods in terms of accuracy, such as BR3, BT2, and 14T
datasets. We improved 8% accuracy as SFR on the 14T dataset
compared to Relief-F, the runner-up. SFR had the best result
on the ST dataset on only 20 features, followed by 100 on the
BR3 dataset and 140 on the 14T dataset. For the most part,
SFR performed admirably across all datasets.

Three parameters l, η, and λ are tested in this experiment
to see how they affect SFR’s performance. We begin by
looking at how l affects SFR’s performance. Based on five
datasets, this shows that the overview of SFC for FS certainly
supports choosing better features for classification on all
datasets, as only one feature cluster yields the lowest accuracy.
On most datasets, the accuracy increased with an increase in
l, as shown in Fig. 7. The accuracy improved with increasing
on the ST and BT2 datasets, which both have incredibly
high dimensions. From this table, it is easy to see that the
classification accuracies were stable at 0.90 when set to 0.
We also see that for all datasets, η = 1 yields the lowest
accuracy. From (18), we know that the conventional ranking
method degenerates to the structured weighting feature ranking
with η = 1. These results demonstrate that using a feature
ranking system to classify features improved the process.

VIII. RESULT ANALYSIS ON COMPUTATIONAL

COST-BASED FEATURE SELECTION

This section describes the proposed wrapper framework’s
experimental validation and effectiveness evaluation. Specifi-
cally, we experimented to find out the computational cost for
FS and classification accuracy. We considered the evaluation
of the total cost for classification accuracy and FS.

A. Evaluation of Test Cost Experiments

The performance of our experiments is developed on the dif-
ferent datasets in Table III as in the Appendix, which contains
the number of records, features, classes, and datasets collected
from UCI machine repository datasets [35]. Our experiments
used datasets based on both numerical and nominal features.

We considered all datasets designed for test-cost-insensitive,
which meant that they did not include any of the input features’
intrinsic test costs. As a result, several test costs were created
as their input features. We used β distribution on the interval
[0, 1] to obtain test cost as [8, 48] for each feature. We noticed
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TABLE III

DATASETS FOR EXPERIMENTS

that SCFS performed well compared to a uniform distribution
with the same interval. However, any distributions did not
affect SCFS for the test costs. Because the results were so
close, this study does not detail their differences.

We used standard data mining algorithms as [37] and
[38] to test our SCFS approach empirically. It is compared
to two well-established competitors: the test-cost-insensitive
FS wrapper framework [36] and the SCFS filter framework
[8]. We will now go over the tested algorithms and their
abbreviations that we used in this article as follows.

1) The classifier C4.5 uses a decision tree to determine the
best classification.

2) NB: Naive Bayes classifier [38].
3) FS: Existing computational insensitive FS.
4) CS-CFS: It is a used framework for filtering out SCFS

[8] with correlation approaches.
5) SCFS: It defines an evaluation function as per the

proposed function.
C4.5 is used to compare the computational cost for selected
features, and the results are shown in Figs. 9 and 10. Classifi-
cation accuracy (C4.5) and its area under the curve (AUC) are
shown in Fig. 11. Comparing the two sets of results reveals
that the experimental findings are nearly identical to those
of the C4.5 experiments. Based on these findings, it appears
that the proposed SCFS is unaffected by the base classifier
selected. Although our SCFS framework is based on the
minimal sequential optimization (SMO) algorithm, we have
also tested it with other cutting-edge classifiers, such as the
k-nearest neighbor classification (KNN). Because the results
were so close, the comparisons in this article are omitted to
this article.

IX. EVALUATION OF WRAPPER METHOD USING FORWARD

SELECTION AND RECURSIVE FEATURE ELIMINATION

Although we have taken different datasets for our proposed
model, we considered three datasets: the Mobile dataset, the
Heart dataset, and the Diabetes Dataset for a sample of eval-
uation using wrapper methods. We considered two wrapper
methods, forward selection and RFE, for further analysis for
accuracy and computational cost.

A. Wrapper Method—Forward Selection

In this part, we considered seven features for the step
forward FS (SFS). Then, the accuracy score performance for

Fig. 8. Accuracy performed by different approaches on various datasets.
(a) Performance on BR3. (b) Performance on the ST dataset. (c) Performance
on the BT2 dataset. (d) Performance on the 11T dataset. (e) Performance on
the 14T dataset.

each feature is developed by random forest classifiers (RFCs).
The several accuracies as per the feature with computation
time are shown in Table IV.

Here, we considered only training dataset with seven
features from 20 features. Each feature is tested from
seven feature datasets using SFS shown in Table IV.
If the features of mobile data are {“battery_power,” “blue,”
“clock_speed,” “dual_sim,” “fc,” “four_g,” “int_memory,”
“m_dep,” “mobile_wt,” “n_cores,” “pc,” “px_height,”
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Fig. 9. Comparison of computational cost among SCFS, FS, and CS-CFS.

Fig. 10. Comparison of selected features of SCFS, FS, and CS-CFS
performances.

Fig. 11. Comparison of the classification accuracy of SCFS, FS, and CS-CFS
performances.

TABLE IV

FEATURE EVALUATION FOR ACCURACY WITH COMPUTATIONAL TIME

“px_width,” “ram,” “sc_h,” “sc_w,” “talk_time,” “three_g,”
“touch_screen,” “wifi,” “price_range”}, the selected features
are (“battery_power,” “blue,” “pc,” “px_height,” “px_width,”
“ram,” “touch_screen”) with feature id (0, 1, 10, 11, 12, 13,
18). Furthermore, we evaluate the standard deviation error
from above features, as shown in Table V.

The features are collected as per standard deviation error
during evaluation.

The DS-SFS accuracies are obtained using different classi-
fiers, as shown in Table VI.

TABLE V

FEATURES ARE COLLECTED AS PER
STANDARD DEVIATION ERROR

TABLE VI

DS-SFS ACCURACIES ARE EVALUATED BY

USING DIFFERENT CLASSIFIERS

Similarly, we considered eight feature data for a similar
evaluation; then, we got accuracy with the computational time
based on eight features evaluations. The selected features
are (“battery_power,” “px_height,” “px_width,” “ram”). From
the Heart dataset, we considered five out of 12 features and
179 training datasets for SFS methods. Thus, we get accuracy
with computational time based on five features evaluations,
which are given as follows. The selected features are
(“ejection_fraction,” “platelets,” “serum_sodium,” “smoking,”
“time”) with feature Id (4, 6, 8, 10, 11) from whole
features {“age,” “anaemia,” “creatinine_phosphokinase,”
“diabetes,” “ejection_fraction,” “high_blood_pressure,”
“platelets,” “serum_creatinine,” “serum_sodium,” “sex,”
“smoking,” “time,” “DEATH_EVENT”}. Furthermore,
we evaluate the standard deviation error from the above
features, as shown in Table V. Similarly, we considered
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TABLE VII

COMPUTATIONAL TIME FOR MOBILE DATASET

six features’ data for similar evaluation; then, we get
accuracy with computational time based on six features
evaluations, as shown in Table IV. The selected features
are (“ejection_fraction,” “high_blood_pressure,” “platelets,”
“serum_sodium,” “smoking,” “time”). The accuracies for
different classifiers are given in Table VI. From the Diabetes
dataset, we considered six features out of nine features
and 1200 training datasets for SFS methods. Thus, we get
accuracy with computational time based on six features
evaluations, which are given as follows. The selected features
are (“Glucose,” “Blood Pressure,” “Insulin,” “Diabetes
Pedigree Function,” “Age”) with feature Id (1, 2, 4, 6, 7)
from whole features {“Pregnancies,” “Glucose,” “Blood
Pressure,” “Skin Thickness,” “Insulin,” “BMI,” “Diabetes
Pedigree Function,” “Age”}. Furthermore, we evaluate the
standard deviation error from the above features. Similarly,
we considered six features’ data for a similar evaluation; then,
we get accuracy with computational time based on six features
evaluations, as shown in Table VII. The selected features are
(“Glucose,” “Blood Pressure,” “Skin Thickness,” “Insulin,”
“Diabetes Pedigree Function,” “Age”). The accuracies for
different classifiers are given in Table VI.

B. Wrapper Method—Recursive Feature Elimination

In this part, we apply RFC based on the embedded method
from the training dataset. We get four supporting selected
features from the whole features of the Mobile dataset.
Four true values are selected from above methods, such as
{“battery_power,” “px_height,” “px_width,” “ram”}. Thus,
the length of selected features is 4, and its mean is 0.05.
However, the accuracy of all features of the Mobile dataset
is (0.07564013, 0.00690401, 0.02941371, 0.00674471,
0.0238337, 0.00634795, 0.03572272, 0.02406503,
0.03962903, 0.02420826, 0.02930681, 0.05670975,
0.05691962, 0.47976244, 0.02799993, 0.02788505,
0.03031405, 0.0051026, 0.00724727, 0.00624325). RFE
uses two kinds of evaluation on the Mobile dataset as follows.

Furthermore, we apply RFC based on the wrapper
method from the training dataset. We get eight supporting
selected features from the whole features of the Mobile
dataset. Thus, the selected features are {“battery_power,”
“int_memory,” “mobile_wt,” “pc,” “px_height,” “px_width,”
“ram,” “talk_time”}. Furthermore, when we apply random
forest elimination (RFE) with estimator RFC, then accuracy
with the computational time is varied as table. Furthermore,
when we apply RFE with the estimator gradient boosting clas-
sifier, then we get seven supporting selected features from the

TABLE VIII

EVALUATION RESULTS OF THREE DATASETS USING DS-RFE

TABLE IX

COMPUTATIONAL TIME FOR HEART DATASET

whole features of the Mobile dataset. Thus, selected features
are {“battery_power,” “int_memory,” “mobile_wt,” “n_cores,”
“px_height,” “px_width,” “ram”}. The corresponding accuracy
with computational time is varied, as shown in Table VII. The
accuracies of different classifiers are given in Table VIII.

The Heart dataset considered 239 training and 60 test data
with 12 features. We get supporting selecting features using
the SelectFromModel method based on the training datasets
RFC. Thus, five selected features are identified as true
from {“age,” “creatinine_phosphokinase,” “ejection_fraction,”
“serum_creatinine,” “time”}, and its mean is 0.0833. The
accuracy score of all features are {0.09079284, 0.0152904,
0.09123371, 0.01620469, 0.11295166, 0.01231782,
0.08022786, 0.13546353, 0.08104264, 0.01619514,
0.01052158, 0.33775813}. Furthermore, we apply RFC
based on the wrapper method from the training dataset to get
accuracy with the computational time mentioned in Table IX.

Furthermore, we get seven supporting selecting features
using RFC from the training dataset from {True, False, True,
False, True, False, True, True, True, False, False, True}. Thus,
selected features are {“age,” “creatinine_phosphokinase,”
“ejection_fraction,” “platelets,” “serum_creatinine,”
“serum_sodium,” “time”}. Here, we evaluate the accuracy
with the computational time, as shown in the table. When
we apply RFE on the gradient boosting classifier estimator,
then we also select seven supporting features as {“age,”
“creatinine_phosphokinase,” “ejection_fraction,” “platelets,”
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TABLE X

COMPUTATIONAL TIME FOR DIABETES DATASET

“serum_creatinine,” “serum_sodium,” “time”}. Here, we get
different accuracies with the computational time value
compared to previous feature evaluations on the same
selected features. The accuracies of different classifiers are
given in Table VIII.

The Diabetes dataset considered 239 training and 60 test
data with 12 features. We get supporting selecting features
using the SelectFromModel method based on the training
datasets, RFC. Thus, four selected features are identified as
true form {“Glucose,” “BMI,” “DiabetesPedigreeFunction,”
“Age”}, and its mean is 0.125. The accuracy scores of all fea-
tures are {0.08473198, 0.24702528, 0.08780013, 0.06942873,
0.07836758, 0.16477351, 0.12729925, 0.14057354}. Further-
more, we apply RFC based on the wrapper method from the
training dataset to get accuracy with the computational time
mentioned in Table X.

Furthermore, we get six supporting selecting features using
RFC from the training dataset. Thus, selected features are
{“Pregnancies,” “Glucose,” “BloodPressure,” “BMI,” “Dia-
betesPedigreeFunction,” “Age”}. Here, we evaluate the accu-
racy with computational time, as shown in the table. When
we apply RFE on the gradient boosting classifier estimator,
then we also select six supporting features as {“Pregnancies,”
“Glucose,” “Insulin,” “BMI,” “Diabetes Pedigree Function,”
“Age”}. Here, we get different accuracy with computational
time value compared to previous feature evaluations on the
same selected features. The accuracies of different classifiers
are given in Table X.

X. DISCUSSION

Different approaches have been applied to solve social
problems where social connectivity items have promoted the
quality of social life, such as SIoT, smartphones, and wearable
devices in the HITL system. Thus, everyone gets benefits from
social system mechanisms although there are no certain mech-
anisms that are used for all social items. For example, health
issues are different than sports issues, any kind of incident
issues, fresh technology issues, and so on. The mechanism for
health analysis is different from the smart devices’ analysis.
However, we tried to solve how various datasets are analyzed
through our proposed generic approach.

In this article, we considered various approaches, such as
the PSO approach, BE, structured weighting feature ranking,
and computational cost-based FS. When various approaches
are used on different kinds of datasets, its results are also
varied as per the datasets. We considered different kinds of
datasets (as shown in Tables I–III) to test our proposed model.
Since all experiments are explained in Section VI, it does not
repeat that information once again here. Since various data are

analyzed through our proposed model, it helps to solve social
problems partially as per the proposed model and the dataset.

Moreover, we will continue to work on our framework by
testing it with different wrapper methods in the future to fulfill
the social problem. SFC will be improved by introducing new
techniques, such as ensemble learning. Using SFR in real-
world applications, we will be working on a public health
system in the future.

XI. CONCLUSION

This article has emphasized the multiple approaches
to different datasets for FS. We used the filter meth-
ods in the PSO-based approach for FS. Although the
PSO-based approach makes good classification, LFS and
GSBS approaches generate good accuracy on a large dataset.
Furthermore, the SFR approach is used for cluster ranking
features in large volume data. We proposed a structured
weighting feature ranking method to find out the feature’s rank
from various feature clusters. According to the proposed model
on most datasets, SFR performed better than the other six
feature ranking methods. The new method selects informative
and diverse features, as demonstrated experimentally. Again,
we considered two objectives in the SCFS problem: improving
classification accuracy and reducing test costs. We used an
optimal model for testing features data. After a large amount
of data testing, we found that the proposed model chooses
an optimal feature subset with the lowest test cost while
maintaining a high level of classification accuracy.

APPENDIX

See Tables I–III.
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