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Abstract—The primary goal of our technology is to create a 
speech recognition system for physically handicapped 

persons. Nowadays Many independent gadgets are 
increasingly being used for communication reasons. One of 
the beneficial trends is the invention of a person’s ability. 
This program allows for the conversion of text-to-voice, 
image-to-Speech & text, PDF-to-voice, speech-to-text. Voice, 

or another style of voice in a speech file, can be transformed 
into text. As a result, instead of reading, you can listen to the 
book, or instead of writing you can speak, and also you can 
extract the text from the image. This application is beneficial 

to persons who have physical limitations such as being deaf, 
blind, or having different abilities and Users who find typing 
difficult, painful, or impossible, as well as those who can 
understand what others are saying. This project uses Visual 
Studio to display user-friendly Python Code, and this file 

contains a GUI/Voice command. 
Keywords— Speech Recognition, Visual Studio Code, 

Python, Different Abilities, Graphical User Interface/Voice 

command  

 

I. INTRODUCTION 

The primary aim is to develop an Audiobook System. 

The Audiobook system is nothing but reading out the 

text,  PDF file, or the words in the image. This system 

involves the conversion of text into voice, speech into text, 

PDF into speech, and picture to voice. For speech to text, 

we will take input as a speech and get the output in text 

format , whereas for PDF to Speech, we can take input as a 

PDF file and we will get output in speech format, or we 

can take input as a picture then every word in the picture is 

converted into voice format, or we can take input as text 

and get the output in speech format. This was useful for 

deaf and blind people, people with less literacy, people 

who can read but cannot  speak, and this will also free up 

your time to accomplish  other tasks. People will be more 

enthralled if They’re talking about being able to recognize 

their own voice. It is available to  anybody can be viewed 

from any location. This application makes converting it 

into multiple forms simple. It’s probable that in the future, 

this will be the finest and easy-to-use online application. 

 

 

Modules: 

 Text-to-Speech (TTS): TTS module was primarily 

used to translates the given inputted text into speech. 

It will help to determine how to pronounce text if the 

user is unable to pronounce the given text. It is 

helpful for the people who cannot speak. 

 Pdf-to-Speech: To read a pdf-formatted book, 

utilize the PDF-to-Speech module. 

 Picture-to-Speech (p2S): In this module, the user 

provides input in the form of an image, and the 

module turns the image’s  text into audio. 

 Speech-to-Text: This function turns the provided 

speech into text. 

AIVA-It is a google tool suggested for developing a 

voice-controlled individual collaborator capable of doing 

a variety of tasks. 

                            II. LITERATURE SURVEY 

Before beginning the project, we conducted a poll to  

determine How many people are interested in using 

audiobooks and how many are not. By this we determined 

that majority of people are interested in audiobooks. So, 

we did research on why people prefer audiobooks, as well 

as the reasons for  their disinterest in audiobooks.  

Nikhat Parveen, et.al says that the majority of the people 

feel that it is more convenient to listen than to     read.It 

is especially beneficial for folks who comprehends but 

cannot read the language or for the people who can’t 

speak. This Audiobook System is also excellent for deaf 

and blind persons,  who can grasp or feel the text by 

listening to it rather than reading it. It is also beneficial for 
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teachers and students. Devidutta Dash, et.al says that 

Teachers advance from Chalk and Talk to Touch and 

Teach Now a days students developed the habit of 

learning on their own. Some people dislike audiobooks 

because they believe they will reduce their reading skills. 

Some people feel that they should read a book rather 

than listen to a book to improve their language skills. 

Hasan U. Zaman,et.al Says While some people are pleased 

that they are unable to read due to a lack of literacy, 

disabilities, or that they can multitask by listening   to a 

book while doing other tasks.  Others claim that they 

do not need to keep a book with them at all times if  

they become unexpectedly interested. We learned from 

the survey responses that the audiobook method has more 

advantages than disadvantages. 

                     III. METHODOLOGY 

  Python is used throughout the project. We have done in 

visual studio. Our project is entirely online. There is a total 

of 4 modules such as text into voice, speech into text, PDF 

into speech, and picture to voice and text. The tasks 

include reading a book, listening to a recorded text, 

spelling a word, and writing a phrase. 

                                     TABLE 1. 

 

 Technologies for building intelligent  systems that  communicate with 
humans using natural language. 

    

A  Text to Speech (TTS) 

Text to Speech can assist in reading a given text. It can 

transform words into audio files by pressing the submit  

button on a computer or other digital device. 

Text is converted to phonemic representation using Text to 

speech, and each word is assigned a phonetic transcription. 

Then, as Output, this may be transformed into sound waves. 

The output sounds like comprehensible human speech. 

To create audio output, input text is routed via many blocks. 

As first step breaking sentence into small units(words) and 

splitting words as phonemes based on the pronunciation. 

TTS first tokenizes the provided sentence into words, then 

checks the language default, which is English, before 

allowing us to select the speed of reading text. 

 

Fig. 1. Text to Speech 

 B.PDF to Speech 

Pdf to Speech When someone prefers to listen to 

something rather than read, pdf to speech can be useful. 

At the end of the execution we have a display screen with a 

file upload option where it accepts only PDF oriented 

documents. Here, we need select PDF documents by 

clicking on file option and then upload the required PDF 

file.  By clicking on submit button the PDF file is 

converted into Audio format. In case if the uploaded is 

document is not a PDF format then it shows  error message 

as “Please select the Pdf file” and we also have an option 

of quitting from the page. 

– Import the Python modules PyPDF2 and Pyttx3. 

– Open the PDF file.            

– To read the PDF, use PdfFileReader(). 

– We simply need to provide the PDF’s  path as the 

argument. 

To select the page to be read, use the getPage() method.    

Using extractText, extract the text from the page (). Creates 
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a pyttx3 object. To voice out the text, use the say() and 

runwait() functions. 

 

                                

 

                        Fig. 2.  PDF to Speech 

C.   Image to Speech 

Our goal is to turn a text image into a string of text, 

save  it to a file, and listen to what’s written in the image 

using audio. For this, we’ll need to import numerous 

libraries. 

At the end of the execution we have a option of 

performing Three operations. The first operations is 

conversion of Image to Speech where the words in the 

image is recognized and converted into Text. The 

second operation is conversion of Image to Speech 

where the words in the image are recognized and 

converted into Speech. The third operation is conversion 

of Text to Speech and fourth option is exit. Therefore 

based on the users selection it performs the operations 

and gives the result. 

     A type of Python-tesseract is Pytesseract (Python-

tesseract). It’s a Python-based optical character 

recognition (OCR) tool funded by Google. pyttsx3: It’s 

a text-to-speech library that works on any platform and 

may be used offline. Python Imaging Library (PIL): It 

improves your Python interpreter’s ability to process 

images. Google trans: It’s a free Python module that 

uses the Google Translate API. 

We can translate the text into any language you like. 

Japanese, Russian, and Hindi are only a few examples. 

The only stipulation is that GoogleTrans understands the 

destination language. Additionally, pyttsx3 will only 

speak the languages that it recognizes. It’s a free Python 

module that uses the Google Translate API. 

     

               Fig. 3. Image to Text and Speech                                                       

D.  Speech To Text 

 

This is performed by utilizing Google Speech Recognition. 

There are Some offline Recognition systems, like Pocket 

Sphinx, Have a long installation process that necessitates 

the installation of several dependencies. Google Speech 

Recognition is one of the most user-friendly. 

In this module  At the end of the execution we get the 

result of a command appeared on the screen as “say now”. 

Then we need to give a voice command, Later it  converts 

Voice command into Text format. If the voice command is 

not provided or not recognized it shows the message of  

“Unknown error occurred”. 

   To initialize the library, we must first import it and then 

use the init() function. Two arguments can be passed to this 

function. We’ll utilize the say() function after initialization 

to have the software speak the text. Finally, run and wait is 

used to deliver the speech None of the say() messages will 

be said unless the interpreter encounters runAndwait(). 
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                       Fig. 4.  Speech to Text  

Workflow:- 

          A programming interface enables two programs to 

interact with each other. In the end, a Programming 

interface acts as a messenger that sends your request to 

sender you are referring then conveys the result back as a 

response. Setting Extraction is the process of naturally 

distinguishing structured data from unstructured or 

potentially semi-structured machine-intelligible 

information. 

         In the vast majority of circumstances, this process   
entails preparing human language messages using normal 

language handling procedures(NLP).Ongoing mixed media 

record reparation activities such as programmed 
explanation and material extraction from 

images/sound/video might be considered as establishing 
extraction test results. 

 

 
                                  Fig. 5. Workflow 

.        

                    

                          IV. RESULT AND DISCUSSION 

   These are the modules of our system. In the text to speech 

module, we will upload text to the following web page, On 

pressing the 'submit' button we will get entered text in the 

speech format. In the PDF to speech module, we will click the 

'file' button then we can able upload any pdf file, On pressing 

‘submit’ we will get the output in audio format. The image to 

text module has 4 options like Image to Speech, Image to 

Text, Text to Speech, and Quit. On selecting any of those 

options we will get output in either text or speech format.  In 

Speech to Text, we get the command as ‘say now’ By 

speaking we get output as text format, If we didn’t say 

anything we get 'unknown error occurred'. 

     

Text to Speech:- 

 

           

                                    Fig. 6. Text to Speech 

        

   PDF to Speech:- 

 

          

 

                                    Fig. 7. PDF to Speech 
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 Image to Speech:- 

 
                                

             
                                  
                               Fig. 8. Image to Speech 

  

Speech to Text:- 

 

                                                                 

                         Fig.  9. Speech to Text   

                              

                              V.  FUTURE SCOPE 

According to our current system, we declare that our 
system is beneficial for the people who are physically 

challenged like blind and deaf, people with a lack of 
education, people who are unable to speak, and people 

who will do multiple tasks at a time.  

At present we have four modules such as speech to text 

, text to audio, pdf to audio conversion, and picture to 

speech. It is helpful for listening to books and reading the 
text. We also plan to upgrade this project by adding some 

other features that will allow future generations to acquire 
knowledge. As we can see from Alexa and other 

examples of current technology, this kind of conversion 
have a greater impact on the generation. On the basis of 

this life is made easier. In the future, we will upgrade the 

picture to speech module by not only converting text in 

the image by also describing the picture, and also we will 

add some more modules like audio file to text. In the 
future, we will bring our vision to reality by creating a 

Virtual Library System. We intend to create more 
modules that allow users to upload any type of book and 

receive audio files as output. It will allow us to learn 
knowledge in the most efficient manner possible.  

                            VI. CONCLUSION 

We started our audiobook system mainly for 

physically challenged people and to improve fluency for 
that we have developed four modules they are Text to 

Voice, Speech to Text, image to audio, and  PDF to 
audio. Every module has its own features. text to speech 

module will read out the entered text, which will help you 
to spell the word correctly and mute people. Speech to 

text module helps to convert the speech into text. It is 

helpful for the deaf and people can improve their reading 
skills. Image to Speech this module will convert the text 

in the image into speech as well as text formate.PDF to 
Speech will convert the entire PDF file into Speech. This 

will also be helpful for the physically impaired, people 
with less education, and multitasking people. Our 

proposed solution will be accessible as a multilingual 

application and addition of some more modules and 
features in the next few days, allowing customers to use 

the program in their native language with ease. As a 
result, instead of reading, they can listen to a book, and 

also in place of writing they can speak[2] and it also 
extracts text from the Image. This system is extremely 

useful in everyday life. 
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