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Abstract—  IDS (intrusion detection systems) use analysis of 

network traffic patterns to detect incidents of hacking. It is 

essential to do feature extraction in order to minimize the 

computational cost associated with processing raw data in the 

IDS. Feature extraction decreases the number of features, 

which decreases the time it takes to train and increases 

accuracy. This research employs a simple LSTM autoencoder 

and a Random Forest to recognize intrusion attempts by IDSs. 

By activating and disabling various characteristics, the extent 

to which this feature extraction function can enhance accuracy 

is examined. To find out if detection algorithms are effective 

after feature extraction, the NSL-KDD dataset has been 

employed. Autoencoder hyperparameters contain the two 

activation functions. The loss and activation functions of the 

ReLU and the SoftMax have the greatest accuracy rating of 

any function. The use of a Long Short-Term Memory 

Autoencoder (LSTMAE) and a Random Forest (RF) for 

identifying the best features is a goal of this study. According 

to preliminary experimental data, classifiers that employ these 

variables have a prediction rate of 94.74 percent. 

Keywords—Intrusion Detection System, Machine Learning, 

Feature Extraction, Random Forest, Principal Component 

Analysis, Long Short Term Memory-Auto encoder, Deep 

Learning  

I. INTRODUCTION  

Threats are evolving continuously, and the seriousness of 

cyber assaults increases because the government, military, 

and commercial organizations have placed too much trust in 

the internet for day-to-day operations. Therefore, IDSs are of 

essential and fundamental importance to the security 

infrastructures that are in place to ensure the security of a 

system. Advance computer security. A lot of machine 

learning research has been done in the past several years. A 

wide range of models has been created and examined. 

Categorization algorithms, such as  Decision tree, SVM, K-

nearest, and feature selection, are used by various 

organizations. Essentially all IDS-based Using shallow 

learning on machine learning algorithms (single feed 

forwards networks.), 

Feature engineering mechanisms that depend on a feature 

engineer's skills are being used to build features in the ML 

model. As a result of all the extensive data inputs, it is 

difficult to process. For this reason, models that include deep 

root concepts are more effective in encouraging learning, 

such as PCA, Random Forest, and LSTM autoencoder 

LSTMAE). 

In the last several years, LSTM (long short-term memory) 

models have been growing in popularity. Additionally, there 

is the number of retrieved characteristics from raw network 

data. IDS must determine, even for a s mall network, is very 

big. This also means that most of the retrieved data are 

irrelevant and noisy, impairs the classifier's effectiveness. 

PCA (Principal component analysis) and Mutual information 

are related because they use dimensionality reduction to 

change the number of variables that a data set has  selecting 

useful data is critical. 

The process of reducing the number of available attributes 

is known as feature extraction. Research by Srivastava et al, 

2015. Jiang and colleagues, 2020 In addition to speech 

recognition developed by Jaeger & Haas in 2004, (T. Kim et 

al., 2017). The learning process may improve accuracy even 

after PCA and LDA have been performed on the data. PCA 

and LDA are two examples of linear discriminant analysis. 

MDS, ISOMAP, LLE and Laplacian Eigenmaps are some 

of the most utilized mathematical methodologies in feature 

extraction research (Papamartzivanos et al., 2019). (LE). 

Some other problems have recommended reducing the data 

down to a lower dimension to extract specific features all at 

once. However, this method's effectiveness degrades 

drastically when extracting a significant amount of data. 

Feature extraction is a machine learning method that uses an 

autoencoder (Shone et al., 2018). 

An artificial neural network, called AE, utilizes the 

artificial neural network notion of depreciation of the 

reconstruction layer to decrease the dimensionality of the 

hidden layer. The Autoencoder's capability to extract 

important characteristics was greatly demonstrated by the 

Sparse Autoencoder and its related variants, such as the 
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Variat ional Autoencoder, Denoising Autoencoder, and 

Relational Autoencoder. 

We explore automated feature ext raction as a means of 

analyzing intrusion detection systems (IDS). We use 

Autoencoder to extract features from the data automatically. 

The research is focused on finding out how the 

hyperparameters of the activation and loss autoencoders may 

be used to boost attack detection accuracy. Furthermore, to 

evaluate the correctness of a score, RF is utilized (Kabir et 

al., 2018). 

II. RELATED WORK 

Aldwairi et al. (2018), Various models have been 

previously developed to assist researchers in overcoming the 

anomalies in intrusion detection system's limitations. The 

following methods will be discussed in this section for 

analyzing IDS logs. Feature extraction, also known as feature 

selection, is often used as a first network traffic processing 

step for intrusion detection. 

Feature reduction, which is performed using the decision 

tree classifier, is calculated based on the overall value of 

each class. Twenty-two criteria were used to arrive at the 

most accurate possible degree of detail. The feature 

extraction study focuses on reducing the dimensions of 

information while preserving its content. 

As shown by Xin et al. (2018), a PCA-based feature 

reduction and classification model was developed based on 

PCA and classification anomalies (PCA). Th is procedure 

allows for the recovery of 22 attributes from a total of 41. In 

addition, the time it takes to compute the characteristics is 

reduced with this method. Although these deficiencies exist, 

the overall component selection still does not meet 

expectations since it analyzes  just a subset of attributes. 

For PCA and Linear Discriminant Analysis reduction, do 

an investigation (LDA). Decreasing the dataset size is used 

to categorize after using back-propagation. PCA was better 

able to classify smaller datasets than LDA. 

Aggarwal and Kumar (2015) state that in the case of 

network intrusion detection, Kernel Principal Component 

Analysis (KPCA) and Random Forest (RF) should be 

combined. Classifier models are used to identify assaults that 

have taken place in a multi-layered manner. They created an 

intrusion detection model in 2015 using principal component 

analysis (PCA) and Random Forest (RF). Reduced training 

and testing were achieved using RF-optimized RBF kernel 

parameters and cross-validation. In preventing non-

significant U2R and R2L assaults, it is more precise. 

D-FES uses layered feature extraction and weighted 

feature selection to detect Wi-Fi impersonation attempts. It is 

possible that future research on hyper parameter auto 

encoders and their impact on accuracy could still be 

advantageous. 

III. METHODS AND DESIGN 

A. Auto encoder  

The Auto encoder is a type of neural network that can 

learn a compressed version of raw input. An auto encoder is 

constructed from two sub-models: an encoder and a decoder. 

While compressing the input, the encoder does the work; 

when reconstructing the input, the decoder uses the 

compressed input. The encoder model is retained, but the 

decoder is removed once the model has been trained. When 

the encoder is used to prepare raw data for training another 

machine learning model, it is referred to as data preparation 

(Zhang et al., 2019). An auto encoder is a sort of neural 

network used to learn a condensed representation of the 

input. Auto encoders are neural networks that have been 

trained to try to recreate their input.  

 

B. LSTM Auto encoder  

LSTM Encoder-Decoder Auto encoder (J. Kim et al., 

2016). Once the encoder is installed, it may encode or 

compress sequences of data for use in data visualizations or 

in train ing a supervised learning model. The following 

algorithm uses an encoder-decoder LSTM to convert input 

sequences into an output sequence that can be replicated for 

any dataset of sequences. The model's ability to accurately 

predict the input sequence is what defines its performance. 

The encoder model may be left as long as the model can 

perform the task of reproducing the sequence. Following 

that, this approach may be used to generate fixed-length 

vectors from input sequences. the sequence input to another 

supervised learning model may be used to compress vectors 

that may be further employed for many reas ons, some of 

which includes creating a compressed representation of the 

sequence 

Fig 1(a) and 1(b) depict the RNN-LSTM auto encoder (Le 

et al., 2017), which consists of recurrent hidden layers and 

LSTM memory  blocks in the hidden layer, respectively (b). 

This image depicts the overall LSTM architectural structure, 

as shown in figure 2. 
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Fig. 1. (a) RNN with one fully recurrent hidden layer, 1(b) LSTM with 

memory blocks in the hidden layer 

 

 

Fig. 2. LSTM architecture 

 

 

Fig.3. LSTM Autoencoder 

 

The mathematical model of LSTM Autoencoder is derived 

as follows 

Equation (1) and (2) represents the LSTM input 

  ( )     ( )     (   )      (1) 

 ( )   (  ( ))    (2) 

Equation (3) and (4) derives the data for the LSTM input 

gate 

   ( )      ( )      (   )     (3) 

 ( )   (   ( ))    (4) 

Equation (5) derives constant error carousel of LSTM 

 ( )   ( )   ( )   (   )   (5) 

Equation (6), (7), and (8) derives constant error carousel 

of LSTM 

    ( )       ( )       (   )  (6) 

 ( )   (    ( ))   (7) 

 ( )   ( ( ))   ( )   (8) 

LSTM Forward Pass: The cell state   is updated based on its 

current state and three inputs:    ,     ,      

   ( )     ( )   ( (   ))    ( )   (  ( ))  (9)                                

       ( )      ( )      (   )  ( )   (   ( ))  (10) 

        ( )       ( )       (   ) ,  ( )   (    ( ))  

(11) 

 ( )   ( ( ))   ( )        (12) 

LSTM Activation function 

  is the activation function of both gates: 

 ( )  
 

      (  )
       (13) 

  is the activation function of the input: 

   ( )  
 

      (  )
         (14) 

  is the activation function of the output: 

 ( )  
 

      (  )
       (15) 

LSTM Backward pass: 

  ( )  
   

  ( )
   

   (   )    
   (   )    

   (  

 ) (16) 

The overall amount of data we're dealing with has grown 

significantly over the last several decades, including images, 

videos, and genetic information. Duplicated and unneeded 

information in high-dimensional data may lead to poor 

performance and increased computing costs. On the other 

hand, reducing the data's dimensionality with the extraction 

of features may  lead to d iscoveries like pattern recognition, 

computer vision, and other helpful activities. 
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Fig. 4. Proposed system architecture 

In the pre-processing step of the Deep Learning process 

for attack detection, the model suggested in the picture 

displayed in Figure 3 is used. The Pre-processing feature 

selection of 42 features sets off the whole feature extraction 

function. One Hot Encoding is used in this research. This is 

our method of choice. It produces a better outcome than the 

usage of ordinal codes. We take care of everything, even 

non-numerical characteristics. Numerical data is collected in 

the dataset, and non-numerical data is obtained from the 

dataset (especially on features 2, 3, and 4 of protocol type, 

service, and flag). The variable in binary form takes the 

value of each level on the map. For the following step, a set 

of features will be utilized with 120 features and only one 

feature label. 

C. Feature selection  

The performance of machine learning algorithms can be 

significantly impacted when working in a real-time situation 
with multiple dimensions in the feature space. The 

performance of machine learning algorithms can be 
significantly impacted when working in a real-time situation 

with multip le dimensions in the feature space. When 

working with large datasets, numerous approaches for 
dimensionality reduction and feature selection are employed. 

As a result, the machine learning algorithm is able to learn 
more quickly, while also simplifying the model and making 

it easier to understand [18]. Long short-term memory auto 
encoder (LSTMAE) and linear discriminant analysis are 

three approaches we utilise to reduce dataset dimensionality 
in our studies (LDA). There are two linear transformation 

methods: LDA and PCA: PCA ignores class labels whereas 

LDA uses supervision. 

For features to not overwhelm one other, all features 

must be scaled. Feature scaling is the term used to describe 
this procedure. Various options, including Standardization, 

Scaling, and Normalization [19], are utilized to accomplish 
feature scaling [20]. Z Score Normalization was utilized in 

this study. SVM, logistic regression, and neural networks are 

all examples of machine learning methods that use it [21]. 
First, the mean and standard deviation of each attribute are 

calculated [24]. 

Feature selection by using the Autoencoder model is the 

next step. The preliminary research utilized an autoencoder 
with three layers, one of which included a hidden layer. The 

One Hot Coding Model is the framework we utilize for pre -

processing. The input neurons of the Autoencoder have 120 

units in them. In the hidden layer, we repeated X 100, 80, 60, 
40, 22, 20, 15, 10, and 8 times to get the highest accuracy 

value (see Figure3). When the data have reduced dimensions 
of the characteristics, they have been extracted. Finally, 

training and testing may be used to process the output. 

D. Datasets 

Research involving network assaults frequently makes 
use of the NSL-KDD dataset. This dataset may not apply to 

modern networks, as noted by Mc Huge [26], who argues 
that it is out-of-date and faulty. NIDS studies, on the other 

hand, typically use it as a starting point. 24 attack types and 

42 attribute values are included in the NSL-KDD dataset. 
There are four basic categories of assaults: DOS, R2L, U2R, 

and probing, which are used to define them. Data correction 
was applied to 311,029 test records utilized for testing in the 

NSL-KDD test set, which totaled 494 021. 

There has been an improvement in this data set compared 

to KDD cup99 [15]. An effective intrusion detection system 

is the goal of several studies on the NSL-KDD dataset which 
have been conducted using a variety of approaches and tools. 

Machine learning techniques have been used extensively to 
analyze the NSL-KDD data set by the WEKA tool [16]. The 

NSL-KDD data collection [17] is used by the K-means 
clustering technique to train and test several existing and new 

threats. Using an Artificial Neural Network termed the Self 
Organizat ion Map (SOM), the NSL-KDD data set was 

compared to the KDD99 cup data set. There are a variety of 

data mining-based machine learning techniques employed, 
such as support vector machines (SVMs), decision trees 

(DTs), K-nearest neighbors (KNs), K-means (KMs), and 
fuzzy C-means clustering algorithms (FCMs). 

                    

TABLE I.  ATTACKS IN T ESTING DATASET

 

 

E. Classifier 

For the categorization of 5 classes, we utilized the 
Random Forest method. Based on numerous experiments, 

researchers found that RF-based IDS categorization is both 
effective and suitable. In the beginning, we utilize the 

training-testing split on NSL-KDD [22, 24] train ing data to 

observe activation and loss in the autoencoder process. The 
ratio of the train to test is often utilized for the train-test split. 

Activation and optimization functions give the best accuracy 
values here. Epoch, batch, and activation functions provided 

the highest accuracy in cross-validation (cv = 10). Cross-
validation is to estimate the model values better. In machine 
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learning, the value of k = 10 is a frequent number. In the 

following step, NSL-KDD data is used to conduct a five-
class classification test, where NSL-KDD data is tested using 

testing data (corrected data). 

Additionally, the model is put through testing and 

training using 5 class classification from NSL KDD data. In 
Tables 1  

and 2, the training and testing datasets are shown. Finally  

, using kernel RBF, we evaluate our RF classifier model 
with a linear and a polynomial kernel. The remaining  

parameters, such as gamma, degree, and others, in scikit, 
learn to utilize the default values. We will fine-tune 

additional settings in the following  phase.  
 

 

TABLE II.   T HE PERFORMANCES AE-RF IDS FOR NSL KDD 

DATASET 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

IV. RESULTS AND DISCUSSION 

Functional loss (MSE) and cross -entropy are both 

described in this article. To test for the best possible IDS 
activation function, a subset of activation functions, such as 

linear, sigmoid, ReLU, SoftMax, Soft Plus, and tanh, are 
applied to the hidden layer to find which activation provides 

the best fit. The PCA is our starting point. To evaluate the 
classification accuracy and processing time for feature 

extraction, feature extraction output was examined using RF. 

In addition, we studied the applicability of machine learning 
classification in the experiment without the use of automated 

feature extraction. It was important to us to ascertain if 
critical information could be retrieved from the original 

characteristics. These NSL-KDD dataset findings are 
presented in Table 2. More than a dozen investigations have 

shown that there are as many as 20 characteristics in the 
NSL-KDD. Feature extraction's automatic functionality has 

the added benefit of preserving critical data about features 

before they are reduced. Function activation and function 
loss perform better than RF models without any feature 

extraction. 

Table 3 shows that the ReLU activation and entropy loss 

feature extraction model is the best. Without automatic 
feature extraction, the machine learning model has an 

accuracy rate of more than 99.947 percent (increased 0.024 

percent ). Other activation functions, such as soft plus, loss 
entropy activation, and activation linear, are more effective 

in delivering results (increased 0.016 percent ).It  takes the 
largest amount of time to train using softmax activation 

models. The features that show the cross -entropy provide a 
more accurate loss function outcome for the automated 

extraction process. It is easier to obtain a local optimum 

using the loss cross-entropy function than it is using the 
MSE. We utilized tenfold cross-validation on the dataset to 

ensure that the model was accurate. The NSL-KDD dataset 
yielded a 99.464 +/- 0.019-point structured model. Round-off 

error for NSL-KDD is 99.447 +/- 0.048 on average. 

 

TABLE III.  NSL-KDD 5 CLASS PERFORMANCE 

Attack 

Class 

No. 

Training 

No. 

Testing 

Accuracy (%) Precision (%) F-Score (%) 

RFPCA RF RFLSTMAE RFPCA RF RFLSTMAE RFPCA RF RFLSTMAE 

DoS 45928 5740 56.253 99.128 97.81 64.124 97.133 99.454 59.812 98.16 98.659 

Probe 11655 1107 37.081 91.59 88.075 13.595 60.219 78.119 20.884 72.69 82.798 

R2L 994 2200 0.055 11.64 12.879 103 92.765 97.489 0.103 20.685 22.583 

U2R 53 38 0 24.335 8.128 0 69.242 51 0 37 13.767 

normal 67342 9710 83.626 91.847 97.457 76.434 81.518 82.588 81.314 85.432 88.835 

Total 125972 18795 177.015 318.54 304.349 257.153 400.877 408.65 162.113 313.967 306.642 

Methods 
Activation 

Function 

Loss 

Function 

Number 

of 

features 

Accuracy 

(%) 

RF (All 

features) 
-- -- 120 99.934 

RF-

LSTMAE 
Linear MSE 22 99.867 

RF-

LSTMAE 
Linear Entropy 22 99.969 

RF-

LSTMAE 
Sigmoid MSE 22 99.987 

RF-

LSTMAE 
Sigmoid Entropy 22 99.956 

RF-

LSTMAE 
ReLU MSE 22 99.949 

RF-

LSTMAE 
ReLU Entropy 22 99.948 

RF-

LSTMAE 
SoftMax MSE 22 99.891 

RF-

LSTMAE 
SoftMax Entropy 22 99.892 

RF-

LSTMAE 
Softplus MSE 22 99.941 

RF-

LSTMAE 
Softplus Entropy 22 99.943 

RF-

LSTMAE 
Tanh MSE 22 99.942 

RF-

LSTMAE 
Tanh Entropy 22 99.925 
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V. CONCLUSION 

This first study utilizes the automated feature extraction 

method to research IDS attributes. When it comes to using 
Automatic feature extraction, a technique that combines 

compression with dimensionality reduction has shown 

excellent results. The linear activation accuracy value with a 
cross-entropy loss function is demonstrated by the high value 

of ReLU activation accuracy. When optimizing parameters, 
we discovered that the best hyperparameter model for the 

Auto encoder uses a ReLU activation function with cross-
entropy as the loss function. This model can be processed 

with an incredibly high level of accuracy at a fast pace 

compared to other functions. The study's shortcomings stem 
from the s maller dataset that was utilized. In the current 

context, the dataset is outdated due to changes in network 
technology and attack types. New and more comprehensive 

datasets will be analyzed in the future for future researchers. 
To facilitate a new hybrid clustering model that employs an 

intricate autoencoder process on the IDS system, we're 

planning to develop a new hybrid clustering model. 
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