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Abstract
Cloud file access is the most widely used peer-to-peer (P2P) application, in which users share their data and other users can 
access it via P2P networks. The need for security in the cloud system grows day by day, as organizations collect a massive 
amount of users' confidential information. Both the outsourced data and the unprotected user's sensitive data need to be 
protected under the cloud security claims since the advanced P2P networks are prone to damage. The recurring security 
breach in the cloud necessitates the establishment of an advanced legal data protection strategy. Various researchers have 
attempted to develop privacy-preserving cloud computing systems employing Artificial Intelligence (AI) techniques, however, 
they have not been successful in achieving optimal privacy. AI approaches implemented in the cloud assist applications in 
efficient data management by analyzing, updating, classifying, and providing users with real-time decision-making support. 
AI approaches can also detect fraudulent activity by analyzing deviations in normal data patterns entering the system. To 
handle the security concerns in the cloud, this paper presents a novel cybersecurity architecture using the Chaotic chemotaxis 
and Gaussian mutation-based Bacterial Foraging Optimization with a genetic crossover operation (CGBFO-GC) algorithm. 
The CGBF0-GC algorithm cleanses and restores the data using a multiobjective optimal key generation mechanism based 
on the following constraints: data preservation, modification, and hiding ratio. The simulation results show that the proposed 
methodology outperforms existing methods in terms of convergence, key sensitivity analysis, and resistance to known and 
chosen-plaintext attacks.
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1 Introduction

In a cloud computing environment, all resources and appli-
cations are provided through on-demand platforms that 
are available through the internet. Several potential cloud 
customers are reluctant to use cloud computing because 
of privacy and security concerns. The security feature of 
some cloud computing communications [1] is a critical 

component. Generally, the infrastructure as services, plat-
form as service, and software as service are provided by the 
cloud. When data is saved in a data center, it raises concerns 
over maintaining customer data security. In a range of dis-
ciplines, such as business, medical, and defense, the cloud 
computing industry contributes significantly to the global 
environment [2]. Data confidentiality is one of the signifi-
cant features of a cloud environment.

User and physical access control, audit scheduling, identity 
and access management, encryption, and key management are 
among the security issues identified in the cloud data. The 
privacy features of a cloud environment are based on secur-
ing the data storage and processing. Both cloud consumers 
and cloud servers have the same level of cloud security, and 
trust is a must [3]. In recent years, a variety of encryption 
methods have been used to encrypt data. In the cloud sector, 
privacy-preserving approaches are used to achieve different 
objectives. The fuzzy Grouping attribute was presented to 
provide a privacy-aware access control strategy for improved 
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data privacy in the cloud sector. This verification scheme's 
efficiency is still inefficient [4].

The user security and privacy in the cloud environment are 
protected using the Attribute-Based Signature Outsourcing 
(ABSO) protocol but it has extremely higher computational 
complexities. In order to provide security, the perturbation-
oriented model modifies the noise data[5]. The careful cali-
bration, on the other hand, necessitated a change to locate the 
usability for improved stability and model privacy. When it 
comes to plaintext, privacy attributes are linked to security 
concerns. In the cloud, a large amount of individual data is 
generated, and the CSPs analyze the ownership and responsi-
bilities associated with the data. Sensitive data handling is sim-
pler if the CSP is considered to be confidential [6]. The above-
mentioned problems are solved using numerous approaches in 
the last decades [7–19]. Hence, we needed an effective cloud 
security model to overcome these issues present in the exist-
ing techniques. The high cost associated with the centralized 
cloud servers is overcome in this approach using a Peer to 
Peer (P2P) cloud storage. The P2P secure cloud infrastructure 
offers efficient web service hosting and data storage. In this 
study, we have proposed data sensitization and restoration with 
CGBFO- GC algorithm for optimal key generation in the cloud 
data security model. The major contributions of this paper are 
summarized as shown below:

• The novel CGBFO-GC algorithm is formulated by inte-
grating the Genetic Crossover Operation based Bacterial 
Foraging Optimization algorithm along with the Chaotic 
Chemotaxis and Gaussian Mutation method to propose 
an optimal key generation approach.

• Multi-objective functions including data preservation 
ratio, hiding ratio, and modification degree are satisfied 
using the CGBFO-GC algorithm to offer secure cloud 
storage.

• The proposed method demonstrates optimal and superior 
results in terms of key sensitivity evaluation, CPA and 
KPA attack analysis, and Convergence analysis.

The rest of the paper is arranged as: Sect. 2 explains 
the existing methods based on the cloud security model. 
Section 3 delineates the system architecture. The proposed 
methodology concerning optimal key generation using the 
proposed CGBFO- GC algorithm is delineated in Sect. 4 
followed by the simulation results in Sect. 5. At last, Sect. 6 
concludes the paper.

2  Review of related works

Artificial intelligence methodologies were developed by 
Ahamad et al. [20] to design a cloud-based privacy rep-
lica. Cloud computing provides cost savings, and agility 

for businesses to offer high flexibility by hosting the data. 
The two main steps of their privacy preservation system 
are data restoration and sanitization. According to optimal 
key generation, the hybrid meta-heuristic algorithm named 
Jaya-based Shark Smell Optimization (J-SSO) performs the 
sanitization process. Optimal key generation is achieved 
by deriving multi-objective functions such as data pres-
ervation ratio, modification degree, and hiding ratio. This 
method provided less space but with a higher computational 
cost. A Reputation-aware Trust and Privacy Preservation 
(RTPP) scheme was introduced by Ahmad et al. [21] for 
mobile cloud computing. Trust management is addressed 
via the usage of cloud services and the selection of CCs 
based on reputation. For security solutions and key manage-
ment, a hybrid policy tree mechanism is proposed to select a 
dynamic attribute. The AS-CABE efficiency against security 
attacks is analyzed to present security analysis. The RTPP 
with AS-CABE demonstrated higher performances in the 
case of resilience, trust, computation, storage, reputation 
score, encryption, and decryption time but the execution 
time is higher.

Li et al. [22] developed non-abelian rings for homomor-
phic encryption via matrix-ring. The intermediate result of 
any ciphertext operations is a fast ciphertext homomorphic 
comparison without decryption. According to the encryption 
strategy, the maximum ciphertext expansion rate required 
more efficiency. Abirami et al. [23] demonstrated improved 
cloud security by using a crypto-deep neural network in a 
trusted environment to maintain anonymity. The crypto-deep 
neural network enhances distributed security. This model 
consists of a cloud agent, data center, web server, and cloud 
server. Impersonation attacks are objectives for crypto-deep 
neural network cloud security (CDNNCS). The linear alge-
braic equation scheme is secured by improving the level 
of trust between cloud users. The CDNNCS accomplished 
superior performances in terms of throughput, Jitter, and 
Delay with minimum packet loss but required a more opti-
mal traffic and security model.

Park et al. [24] proposed a security vulnerability measure-
ment with cost-optimization for efficient security enhance-
ment. Vulnerability-based mitigation and risk assessment 
are used to improve security measures while working with 
a constrained security budget. According to security vulner-
ability measurement, the security cost allocation strategies 
are evaluated. This model required low-latency resources, 
data analysis, and various environmental results. For 
resource allocation with security concerns, Meng et al. [25] 
suggested security-aware scheduling based on distributed 
Particle Swarm Optimization (SAS-DPSO). The dynamic 
workflow model based on a dynamic scheduling mechanism 
is introduced by means of the mobile industrial application 
mobility and dynamics of edge resources. The experiment's 
findings were effective in striking an effective balance 
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between security and scheduling speed, despite requiring 
higher latency resources and having limited scalability.

3  System model and Architecture

In the current research, cloud computing security is a signifi-
cant factor to be addressed. If the security measures for data 
transmission and operation are not given correctly, the data 
will be at risk. Organizations usually design applications 
based on decentralized P2P cloud architecture and allocate 
a higher budget to security because they are vulnerable to 
attacks. As cloud storage provides the ability, the possibility 
of an elevated risk in data dispensation and the stored data is 
examined by a number of users. To deal with cloud security 
constraints, the security challenge and solutions are iden-
tified through establishing appropriate security measures. 
When large organizations share resources, there is a risk of 
data misuse [26]. As a result, data and data archives must 
be safeguarded to minimize risks. To overcome the con-
straints of current data security techniques in the literature, 
we provide a novel cybersecurity paradigm for cloud data. 
The decentralized P2P cloud architecture's cybersecurity 
paradigm protects users from remote exploits and creates 
a secure network protocol that prevents malicious or suspi-
cious services from invading.

The proposed cybersecurity model is evaluated using the 
datasets obtained from UCI repositories such as Wholesale 
customer data (Dataset-1), Heart disease (Dataset-2), and 
Air quality data (Dataset-3). Data cleansing and data restora-
tion are two major stages of the projected privacy conserva-
tion scheme. In a cloud, removing the frequent data errors 
such as missing values and typos is called data cleansing. 
As a result, exposure to an unauthorized point is avoided. 

The proposed CGBFO- GC, on the other hand, is used for 
data cleansing [27] via optimal key generation. The use of 
a multiobjective function regularises optimal key genera-
tion by taking into account different criteria such as data 
modification degree, hiding ratio, and preservation ratio. 
The data cleansing and restoration in the cloud are carried 
out utilizing this multi-objective function with CGBFO- GC 
algorithm.

4  Proposed approach

In this section, we discuss data cleansing, data restoration, 
and the optimal key generation using the CGBFO-GC algo-
rithm (Fig. 1).

4.1  Dataset details

Three datasets from the UCI repository related to cloud data 
were used in this study and the detailed description of each 
dataset is provided as follows:

Wholesale customer data: Eight attributes with 440 
instances present in the wholesale customer dataset (https:// 
archi ve. ics. uci. edu/ ml/ datas ets/ Whole sale+ custo mers) [28]. 
The Lisbon, Oporto, region, deter gents-paper, delicatessen, 
milk, frozen, grocery, fresh, etc. are examples of the few 
attributes.

Heart disease data: There are 303 instances with 75 attrib-
utes included in the heart disease dataset(https:// archi ve. 
 ics. uci. edu/ ml/ datas ets/ Heart+ Disea se) [29]. This dataset 
considers id, age, chol, htn, smoke, and cigs.

Air quality data: The air quality dataset (https:// archi ve. 
 ics. uci. edu/ ml/ datas ets/ Air+ Quali ty) contains 9358 
instances from five metal oxide chemical sensor arrays [30]. 

Fig. 1  Proposed privacy preser-
vation architectural diagram

https://archive.ics.uci.edu/ml/datasets/Wholesale+customers
https://archive.ics.uci.edu/ml/datasets/Wholesale+customers
https://archive.ics.uci.edu/ml/datasets/Heart+Disease
https://archive.ics.uci.edu/ml/datasets/Heart+Disease
https://archive.ics.uci.edu/ml/datasets/Air+Quality
https://archive.ics.uci.edu/ml/datasets/Air+Quality
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The sensor is located in the most polluted region of the Ital-
ian city. From March 2004 to February 2005, data with vari-
ous attributes such as relative humidity, data, temperature, 
absolute humidity, reference analyzer, and time is chosen.

4.2  Dataset cleansing and restoration

Hiding sensitive information or data in a cloud process 
is data cleansing. Data is prevented from escaping to an 
unauthorized point. Data cleansing is the reverse operation 
of data restoration. Figure 2 illustrates the data cleansing 
and restoration process. The key matrix generation and 
cloud data determine the binary conversion during cleans-
ing. The optimal key is generated using the CGBFO-GC 
algorithm. Using the XOR technique, the cleansing data 
extracts received binary data. Equation (1) produces the 
cleansing data from the key matrix generation and original 
cloud data.

where 
∧

C
data

 is the cleansing data and Cdata is the original data. 
Here, Key2 is an optimally generated key. The cleansing is 
performed using C′

data
 , after cleansing, Cdata accomplished is 

known as the intentionality of the proposed representation. 
The cleansing process hides sensitive rules and transfers 
them to the cloud. The security of the cloud division has 
been enhanced, and the data has been isolated for future 
usage. The proposed CGBFO-GC algorithm with the same 
key recovers the original data during restoration. Equa-
tion (2) explains the restoration process.

(1)C
�

data
= Cdata ⊕ Key2

where the restored data is 
∧

C
data

.

4.3  Proposed Optimal Key Generation Mechanism

The major role in cleaning and restoration is key extraction 
in the proposed cloud data cybersecurity model. In this sec-
tion, we used the CGBFO-GC algorithm for optimal key 
generation. The Kronecker method converts the key into a 
new form. Equation (3) converts the key into Key1 . Where √
NuN ×Maxp considers the size for both Key1 and Key2 . 

The key matrix for the Key = 5, 6, 1 is generated using the 
below equation:

where, Nu is the number of transactions with the highest 
score Nu′ and Maxp is the maximum transaction length. The 
reconstructed key matrix Key1 is created via row-wise dupli-
cation. The Kronecker method generates the key matrix Key2 
as shown in Eq. (4).

The Kronecker product is represented using a symbol ⊕ . 
The proposed CGBFO-GC method is used for best key mak-
ing in the cloud security model. The steps of the CGBFO-
GC algorithm for optimal key generation are as follows:

(2)
∧

C
data

= C
�

data
⊕ Key2

(3)Key1 =

⎡
⎢⎢⎢⎣

5 5 5

6 6 6

1 1 1

⎤
⎥⎥⎥⎦�√NuN×Maxp

�

(4)Key2 = key1 ⊕ key1

Fig. 2  Data cleansing and resto-
ration process
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4.3.1  Operation of chaotic chemotaxis step length

The Bacterial Foraging Optimization (BFO) algorithm to 
change the original set chemotaxis step length [30]. The 
Gaussian mutation is followed by a genetic crossover operation 
(GCO) in the chemotaxis step. The optima positions in the cur-
rent bacterial individuals are operated by allowing chemotaxis 
step. Equation (5) introduces the chaos theory as shown below:

where the control parameter is � . The bacterial population 
is R. The logistic and random maps are used to locate the 
intervals 0 and 1. The logistic map generates the chaotic 
series CH. The logistic map contains a higher probability of 
creating standards near zero and one than the random map 
between the intervals 0 and 1. The chaotic search is very 
effective in local optimization owing to its randomicity and 
ergodicity [31].

The obtained chaotic chemotaxis step length is sorted 
using Eq. (6). The falling into local optimal predicament is 
prevented via chemotaxis step length.

4.3.2  Gaussian mutation process

The mutated position GbGao is generated. According to 
the current bacterial population, the Gaussian mutation is 
applied towards the best position Gb.

The standard normal distribution is Gaus(0, 1) . The Gb 
value is replaced with the fitness of GbGao if the mutated 
position of the fitness functions GbGao is better than Gb then 
update Gb with GbGao . Based on Gb , the Gaussian distrib-
uted random disturbance term Gb ∗ Gaus(0, 1) increased 
using Eq. (8). The convergence speed is improved that con-
verges to global optima.

4.3.3  Genetic crossover operation (GC)

The key part of the basis bat algorithm (BA) is local search-
ing. For complex tasks, the random walk is enough. The 
Genetic Algorithm (GA) with BA combination crossover 
operation is used to solve this problem [31]. The crossover 
technique [32] is used to develop the novel solution among 
the most optimal solution and the global optimal solution of 
the current iteration. Equation (8) defines the mathematical 
representation of the crossover operation.

(5)CHl+1 = �CHl ∗ (1 − CHl) l = 1, .....,R − 1

(6)D = sort (D
�

, descend
�

)

(7)GbGoa = Gb ∗ (1 + Gaus(0, 1))

The current iteration with the best solution is PGb and the 
global best solution is Yb . Where the steady-state is E. When 
the global best solution is unequal towards the most excellent 
solution of the current iteration then the operation of genetic 
crossover is preceded [33]. Figure 3 explains the overall pro-
cedure of the CGBFO-GC algorithm.

4.4  Cloud cyber security‑based objective model:

In this work, the three major objective functions including 
Modification degree, Hiding ratio, and Data preservation ratio 
are delineated as follows:

4.4.1  Modification degree

The modification degree describes the modification level that 
occurs between the cleansed dataset C}

data
 and the original 

dataset Cdata in which the Euclidean distance determination 
is measured. Equation (9) formulates the modification degree 
[34].

4.4.2  Hiding ratio

The sensitive rate defines the hiding ratio in which is correctly 
concealed in C′

data
 . The difference among the original data of 

the relevant index considers the term E1 . Equation (10) offers 
the difference between E1 and E2.

The non-zero indexes of Edifference length are LN1 . Equa-
tion (10) explains the mathematical form of the hiding ratio.

where, Hdata is the number of data indexes have to hide. The 
best performance maximizes the hiding ratio.

4.4.3  Ratio of data preservation

The non-sensitive rules rate defines the information preserva-
tion ratio that conceals Hdata [35]. Equation (12) represents the 
ratio of data preservation.

(8)Ynew = PGb ∗ (1 − E) + Yb ∗ E

(9)G1 = Cdata − C
�

data

(10)Edifference = xyz(E1 − E2)

(11)HidingRatio =
LN1

Hdata

(12)Dpreservation =
LN2

Pdata
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where, LN2 is the number of zero indexes and the term Pdata 
preserving the total number of data indexes. The proposed 
security model maximizes the preservation ratio.

4.4.4  Encode the solution

The data cleansing and restoration are performed by using the 
proposed CGBFO-GC algorithm for key optimization. The 
key length is changed according to the number of transactions 
or data size. Where, Nl = 1, 2, ....,No . From this, the attribute 
or field length is No . From 1 to 26–1, that gives the bounding 
limit. To generate the best solution, the CGBFO-GC algorithm 
optimizes the key vectors [36].

4.4.5  Last objective function

The multi-objective function achieves optimal key generation. 
Equation (13) represents the parameters such as data preserva-
tion, hiding ratio, and modification degree [37].

where the constant terms are GS and HS . The data preserva-
tion, hiding ratio, and modification degree are H1.

(13)Obj = H1 + (1 − GS) + (1 − HS)

5  Result and Discussion

The performance of the proposed work is discussed using 
various performance metrics with a state-of-art comparison. 
MATLAB 2018 is a software that implements the model 
of proposed cloud data cybersecurity. As one of the fea-
tures of MATLAB, virtualization allows for extensive data 
analysis and the development of computational algorithms. 
The complete solution is constructed to leverage different 
technologies given in MATLAB to handle the cloud data. 
The size of the population is 10 and the maximum numeral 
of iteration is 50 in the experiment [38, 39]. Table 1 explains 
the parameter settings of the proposed method. Key sensi-
tivity analysis and state-of-the-art comparison are used to 
evaluate the proposed method’s efficiency. In this experi-
ment, we have chosen SAS-DPSO, CDNNCS, J-SSO [20], 
and GC [33] with the proposed CGBFO-GC algorithm as 
the state-of-art method. The relevant parameters including 
hiding ratio, modification degree, and the ratio of data pres-
ervation are considered to obtain the best key making using 
the proposed CGBFO-GC method. The loss of information 
is visible in the cleansed data when compared to the original 
information and the degree of modification [40]. The aim of 
not hiding other data and hiding sensitive data, according to 

Fig. 3  Working of the CGBFO-
GC algorithm
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data preservation, is to successfully demonstrate the hiding 
rate. The most effective key generation is explored, as well 
as data cleansing and restoration capabilities. This method 
verifies the securitsy of all cloud data types.

5.1  Modification degree analysis

Figure 4 depicts the performance of modification degree 
analysis using three datasets 1,2, and 3. The graph is plot-
ted between several iterations and distances. A Euclidian 
distance between cleansed data and original data is the 
modification degree as mentioned earlier [41, 42]. While 
correlated along with the original data, this demonstrates 
the loss of information that occurred in cleansed data. 
During the data cleansing process, it ensures that there is 
no loss of information and the modification degree of the 
cleansed data is minimum. For all the iterations from 0 to 
50, minimal distance than the conventional algorithm pro-
duced by the proposed method. The proposed CGBFO-GC 

Table 1  Parameter settings 
based on proposed CGBFO-GC 
algorithm

Parameters Ranges

Population size 10
Maximum number of 

iteration
50

Swimming length 5
Crossover ratio 0.9
Mutation ratio 0.1

Fig. 4  Modification degree performance analysis, (a) Dataset-1, (b) Dataset-2, and (c) Dataset-3
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algorithm accomplished optimal modification degree 
results than existing SAS-DPSO, CDNNCS, J-SSO, and 
GC methods.

5.2  Preservation ratio analysis

The preservation ratio performance analysis for datasets 1, 
2, and 3 are depicted in Fig. 5a–c. For all the datasets, the 
proposed CGBFO-GC algorithm demonstrates an enhanced 
ratio of preservation. For various iterations, the proposed 
CGBFO-GC algorithm demonstrates better results than 
conventional algorithms. For dataset 1, the CGBFO-GC 
algorithm accomplishes 0.75%, 0.85% and 2.5%. The con-
ventional methods regarding the relevant preservation data 

in the cloud outperform all the datasets of the proposed 
CGBFO-GC algorithm.

5.3  Performance analysis based on convergence

Figure 6 delineates the performance of convergence of 
cloud security. The proposed method's convergence per-
formance in terms of datasets 1, 2, and 3 for cloud secu-
rity is demonstrated in Figs. 6a–c. The convergence value 
of the proposed CGBFO-GC method accomplishes 1.2%, 
0.2%, and 4% values for datasets 1, 2, and 3. However, 
the proposed CGBFO-GC method demonstrates optimal 
performances than existing methods such as SAS-DPSO, 
CDNNCS, J-SSO, and GC methods.

Fig. 5  Preservation ratio performance analysis, (a) Dataset-1, (b) Dataset-2, and (c) Dataset-3
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5.4  CPA and KPA attacks analysis

For arbitrary plaintexts, the attack model describes the 
CPA that presumes ciphertexts are obtained through the 
attacker. Both encrypted version and plaintext are accessed 
by an attacker in which the attack model for cryptanaly-
sis is KPA. Table 2 delineates the different attack effects 
using various datasets. If the CPA attack is completed then 
the correlation among original data and restored informa-
tion is calculated in this section. The minimum connec-
tion between restored and original information is obtained 
when the KPA attack is performed.

KPA attack effect analysis: For whole sale customer 
data, the SAS-DPSO, CDNNCS, J-SSO, GC and proposed 
CGBFO-GC methods demonstrated 0.9999%, 1%, 1%, 1% 
and 0.9979%. Further,SAS-DPSO, CDNNCS, J-SSO, GC 
and proposed CGBFO-GC methods obtained 0.9969%, 
0.9983%, 0.9972%, 0.99979% and 0.9949% for heart dis-
ease data. Similarly, the SAS-DPSO, CDNNCS, J-SSO, 
GC and proposed CGBFO-GC methods provided 0.9998%, 
0.9992%, 0.9998%, 0.9999% and 0.9997% for air quality 
datasets.

CPA attack effect analysis: The CPA attack effect is ana-
lyzed using different state-of-art methods including DPSO, 

Fig. 6  Convergence performance analysis, (a) Dataset-1, (b) Dataset-2, and (c) Dataset-3
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CDNNCS, J-SSO, GC, and proposed CGBFO-GC methods. 
However, the proposed CGBFO-GC method demonstrates 
0.998%, 0.9978% and 0.99799% correlation values than 

previous studies. To secure the cloud data, the proposed 
CGBFO-GC method is more effective against attacks while 
contrasted to the other methods.

Table 2  Attack effect analysis 
using a different dataset

Name of 
the attacks

Datasets Name of the methods

SAS-DPSO CDNNCS J-SSO GC CGBFO-GC 
(proposed)

KPA Wholesale customer data 0.9999 1 1 1 0.99799
Heart disease data 0.99698 0.9983 0.99972 0.99979 0.99498
Air quality datasets 0.9998 0.9992 0.9998 0.9999 0.9997

CPA Whole sale customer data 1 1 1 1 0.998
Heart disease data 0.9993 0.99986 0.9994 0.9993 0.99786
Air quality datasets 0.9999 0.9999 0.9999 0.9999 0.99799

Fig. 7  Illustration of proposed CGBFO-GC based cloud data security, (a) Dataset-1, (b) Dataset-2, and (c) Dataset-3
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5.5  Literature bio‑inspired models with its 
comparative analysis

The performance of the proposed CGBFO-GC based cloud data 
security model is demonstrated in Fig. 7a–c by comparing it to 
conventional techniques in terms of datasets 1, 2, and 3. In this 
experiment, the graph is plotted between a number of iterations 
and cost functions. The proposed method is 97% better than 
SAS-DPSO, CDNNCS, J-SSO, and GC models when the itera-
tion is 40 for wholesale customer data. While comparing with 
the related works, the proposed method demonstrates efficient 
cloud data security.

5.6  Evaluation of key sensitivity

Table 3 describes the novel cloud data security with key 
sensitivity evaluation based on various datasets. To evalu-
ate the key sensitivity, we execute 15%, 30%, 45% and 60% 
variations. The key had minimal variation, and the analysis 
provided the relationship between the original and restored 
data. The table below shows the key sensitivity results for 
datasets 1, 2, and 3. However, the proposed CGBFO-GC 
technique accomplishes superior performances in terms of 
key sensitivity evaluation.

Table 3  Proposed cloud data security with the evaluation of key sensitivity based on a different dataset

Name of the methods Name of the datasets

Dataset-1 (%) Dataset-2 (%) Dataset-3 (%)

15 30 45 60 15 30 45 60 15 30 45 60

SAS-DPSO 0.999 1 0.996 0.990 0.997 0.995 0.994 0.63 0997 0.999 0.984 0.993
CDNNCS 0.998 1 0.999 0.999 0.999 0.899 0.924 -0.2 0.999 0.997 0.4002 0.1957
J-SSO 1 0.99 0.99 1 0.906 0.985 0.619 0.834 0.7314 0.3182 0.997 0.989
GC 0.999 1 0.999 0.994 0.993 0.944 -0.438 0.860 0.993 0.998 0.997 0.995
CGBFO-GC (proposed) 0.997 0.999 0.996 0.993 -0.006 0.9905 -0.530 -0.395 0.954 0.993 -0.245 -0.434

Fig. 8  State-of-art comparison 
of the different data set with a 
secure data rate
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5.7  State‑of‑art comparison

Figure 8 illustrates the state-of-the-art comparison of differ-
ent datasets with secure data rates. The comparative analy-
sis is performed using MSCryptoNet, J-SSO, and the pro-
posed CGBFO-GC technique. For wholesale data, we have 
obtained 0.587%, 0.837%, and 0.901% secure data rates for 
MSCryptoNet, J-SSO, and CGBFO-GC methods. Further, 
the MSCryptoNet, J-SSO and CGBFO-GC method demon-
strate 0.752%, 0.902% and 0.1293% for heart disease data. 
Similarly, we have obtained 0.528%, 0.678%, and 0.7340% 
for MSCryptoNet, J-SSO, and CGBFO-GC methods. The 
proposed CGBFO-GC method, on the other hand, outper-
forms existing methods in terms of cloud data security.

5.8  Computational time analysis

Figure 9 illustrates the state-of-the-art comparison in terms 
of computational time analysis. This graph depicts the rela-
tionship between different methodologies and computation 
time, with computation time measured in seconds (sec). The 
SAS-DPSO, CDNNCS, J-SSO, GC, and proposed CGBFO-
GC demonstrate 134.72 s, 142.38 s, 129.78 s, 159.11 s, and 
103.21 s computational time. When compared to all the 
existing methods, the proposed CGBFO-GC algorithm pro-
vides lower computational time with better speed.

5.9  Big ‘O’ notation for proposed CGBFO‑GC time 
complexity analysis

The execution time complexity is analyzed using the 
most common metric called Big ‘O’. In this study, 
O(Maxitr ∗ SP ∧ 2) is the time complexity of the proposed 
CGBFO-GC algorithm. Where the maximum iteration is 

Maxitr and population size is SP . The proposed CGBFO-
GC algorithm with its space complexity is O(Maxitr ∗ SP2).

6  Conclusion

This paper presented a CGBFO- GC algorithm-based privacy 
preservation model for the cloud. In the proposed model, the 
major steps are information sanitation and restoration with 
optimal key generation. The multi-objective parametric func-
tion such as hiding ratio, data preservation ratio, and modifi-
cation degree derives the CGBFO-GC algorithm optimizes 
the optimal key. While dealing with varied keys and different 
attacks, the proposed method contains a fast convergence rate 
with the ability in solving multi-objective privacy preserva-
tion issues. The proposed CGBFO- GC has a lower computa-
tion time than existing methods such as SAS-DPSO, CDN-
NCS, J-SSO, and GC. In terms of key sensitivity evaluation, 
CPA and KPA attacks analysis, and convergence analysis, the 
proposed method achieves optimal and superior outcomes 
when compared to existing algorithms. The proposed model 
has a few shortcomings, such as slight data loss and a some-
what expensive security model. As a result, we propose to 
provide an efficient deep learning model to overcome the 
aforementioned drawbacks with an optimization technique 
and a cryptography model in future work.
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