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Abstract
In recent years, the data exchange among the service providers and users has been 
increased tremendously. Various organizations like banking sectors, health as well 
as government associations collect and process the data regarding an individual for 
their beneficial purpose. However, data confidentiality and data privacy are still 
considered as significant challenges while sharing sensitive data. The cloud stor-
age servers based on unencrypted data are susceptible to both external and internal 
attacks established by strangers or untrustworthy cloud service providers. Since the 
medical data are sensitive, the risk based on privacy enhances at the moment of 
subcontracting entity medical records to the cloud. The significant intention of the 
proposed approach involves securing and preserving sensitive healthcare data. Here, 
data hiding and data restoration operations are considered as two significant opera-
tions of the proposed framework. Initially, an optimal key is generated in the data 
hiding operation. This paper proposes a Gaussian mutation-based firebug optimiza-
tion (GM-FBO) algorithm for the generation of an optimal key. The experiments are 
conducted using three different healthcare datasets, namely HPD, Medical MIMIC-
III, and MHEALTH. The efficiency of the proposed model is compared with differ-
ent state-of-the-art techniques to determine the efficiency of the system.
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1 Introduction

Cloud computing is an emerging computing platform that provides immense sup-
port for various fields mainly health care sector, business and education with 
large scalable framework and unlimited internet access. Due to reliable and 
secure atmosphere of cloud, many users prefer cloud service provider platforms 
[1]. However, data transmission using the cloud faces various risks regarding pri-
vacy and security management. Even though cloud offers numerous benefits, a 
few complexities like byzantine fault, malicious attacks, data leakage, hijacking, 
service attacks, and other technology vulnerabilities will cause an impact on data 
integrity [2]. In order to know the status of data stored in cloud, the cloud audit-
ing is essential to be established. In recent years, data encryption is performed by 
utilizing encryption algorithms that convert the text language into ciphertext and 
this type of data is not allowed to be read by an unauthorized person [3].

Similarly, an individual key is provided to the user which helps the author-
ized user to read the original text. Furthermore, privacy management in the cloud 
consists of two phases; they are storage security and processing security [4]. In 
this, data storage security incorporates data confidential related problems when 
the data gets saved in the cloud centre, while data processing security incorpo-
rates the problems related to data confidential runtime. When once the data on 
the cloud are exhibited by third-party users, the abuse of private data cannotbe 
stopped [5]. Now, the users are very aware of security intrusions involved in pri-
vacy preservation issues. In recent times, cloud computing platforms are grow-
ing rapidly in the health field for the secure storage of sensitive health records in 
cloud services [6]. The location-based data such as time, important sign readings 
are transferred to privacy providers for granting high quality services so that the 
patients can be saved in case of an emergency situation. Cloud providers depend 
on virtual resources that are functioned through the randomly distributed network 
structure [7]. Here, data loss and data leakage are intolerable problems, mainly in 
the field of health care sector. Because of more accessible information, notably in 
the health sector, machine learning techniques are already adopted [8].

The health care specialist, as well as patients, can obtain their health records 
from remote locations in required situations by using cloud services. By this, 
timely and reliable data sharing without duplicating data offers precise treat-
ment to the patients [9]. Therefore, the encryption of confidential data is neces-
sary before storing the data in the cloud service. At last, the sensitive data are 
authenticated and authorized in the cloud for secure data preservation. Moreo-
ver, many existing techniques based on security and privacy preservation pose 
various drawbacks in the e-healthcare framework [10]. Therefore, a novel method 
is to be introduced for secure data transmission and storage in big data analy-
sis. The cloud service has to preserve privacy on both customer side and service 
side. Various existing data transferring techniques face many difficulties in the 
e-health care sector [34–48]. In this paper, the significant intention of the pro-
posed approach involves in securing and preserving the sensitive healthcare data. 
The major contributions of the paper are delineated below.
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• A novel Gaussian mutation based firebug optimization (GM-FBO) algorithm is 
proposed to generate optimal keys.

• The data hiding and data restoration operations are employed to perform an 
effective privacy preserving based healthcare design.

• The comparative analysis is carried out for the proposed model and various other 
techniques thereby determining the effectiveness of the system.

The remaining paper is arranged in the following manner. Section 2 depicts the 
few literature works based on privacy and securing management. In section 3 the 
problem statement for healthcare system is presented. The proposed methodology 
constituting data hiding and data restoration operations are discussed. In Sect.  4, 
the evaluation performances and the comparative analysis are performed. Finally, in 
Sect. 5, the conclusion and the future directions of the paper are presented.

2  Review of related works

Numerous research works are carried out regarding the privacy preservation concept 
in cloud computing. However, they create some disadvantages like low convergence 
time and speed, poor searching capability, less precision, reduced robustness, sub-
ject to malicious attacks, minimized security rate, etc. Some of the works concern-
ing privacy and security management are discussed in Table 1.

Alphonsa et  al. [11] suggested the genetically modified glow-worm (GMGW) 
swarm optimization algorithm-based privacy preservation model in cloud. This 
technique increased the accuracy level of both the data restoration as well as data 
sanitization. The statistical analysis was performed in terms of best, worst, mean, 
median and standard deviation also comparative analysis was carried out and the 
results revealed that the GMGW algorithm performed better than other compared 
methods.

Wu et al. [12] presented the edge cloud computing paradigm based private ran-
dom decision tree (PRDT) framework for better privacy preservation and data utili-
zation process. The comparative analysis was performed and illustrated that predic-
tion accuracy was higher in PRDT-DRU (data repeated usage) method but creates 
complications in data utilization process.

Abdo et  al. [13] developed the mobile health care monitoring system based on 
cloud computing along with location privacy preservation approach. The perfor-
mance of the approach was evaluated in terms of reliability, scalability, efficiency, 
privacy and security, while the analysis result proved it managed the trade-off 
between data utility and location privacy. But robustness gets reduced when the sys-
tem was scaled to some extent.

Khatiwada et  al. [14] demonstrated the access control (AC) model for privacy 
preservation in health care sector. This approach was comprised of six phases and 
each phase carries separate tasks for secured data transmission. The performance 
of AC model was validated by using metrics like memory usage, detection rate and 
compared with existing methods. The simulation outcome showed that it achieved 
91% of data rate than other methods but was non-flexible for GDPR.



 K. Anand et al.

1 3

Ahamad et  al. [15] introduced the Jaya-shark smell optimization (J-SSO) algo-
rithm for privacy preservation in cloud computing process. This technique solves 
optimization problems, obtains superior value in flexibility and exploration capa-
bility. However, this technique arises complexities like low convergence speed and 
high time consuming.

Mondal et  al. [16] presented the improved honeypot cryptographic approach to 
preserve data privacy in cloud against data attacks. In this approach, extraction and 
classification were executed by using Grey level co-occurrence matrix and convolu-
tional neural network classifier, respectively. The performance analysis was carried 
out in terms of accuracy, recall and f1 score. The outcome of this technique proved 
that the security rate was improved with 95.3% accuracy.

Yang et  al. [17] implemented the stateless cloud auditing technique intended 
for privacy preserving process in non-manager dynamic group data. The stateless 
cloud auditing technique decreases the overhead computation cost, and performance 
was measured in terms of functionality, security and cost. This technique efficiently 
secures the data and also lowers the computation cost while there was no considera-
tion of batch auditing.

Fang et  al. [18] demonstrated the efficient machine learning based federated 
learning (FL) approach for privacy preservation in the cloud server. This approach 
enhances the training efficiency, lessens execution time and reduces the communica-
tion cost. The simulation measures were performed and the result revealed that the 
FL approach achieved greater accuracy but created inference on output.

Jayaram et  al. [19] suggested the secure edge cloud-based healthcare system 
(SECHS) for efficient prediction and privacy preservation process. Also, disease 
detection and rehabilitation approach in healthcare were performed by utilizing 
adaptive weighted probabilistic classifier. The SECHS approach was compared with 
existing technique to validate the performance and showed that SECHS obtained 
greater predicting time and accuracy but failed to track an edge-to-edge object.

Prabha et  al. [20] introduced the suppressed K-anonymity multi-factor authen-
tication-based Schmidt cryptography (SKMA-SC) method for handling the data 
in a secured state in cloud storage. This technique was performed by three steps, 
namely data registering, authenticating and accessing processes and the evaluation 
result showed that it had enhanced privacy and decreased computation complexity 
but reduced data integrity.

3  Problem statement

Even though, the cloud technology comprises immense benefits, data confidentiality 
and data privacy are still considered as a significant challenge during the utilization 
of cloud storage services. The cloud storage servers based on unencrypted data are 
susceptible to both external and internal attacks established by strangers or untrust-
worthy or dubious cloud service providers. Since the medical data are sensitive, 
the risk based on privacy enhances at the moment of subcontracting entity medical 
records to the cloud. Even though the cloud computing offers secured services it is 
prone to external threats. Hence, modelling a privacy-preserving and secure health 
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data is considered as a major challenging problem and it needs to be solved. In order 
to provide better and fine healthcare services, quick access of healthcare data is nec-
essary [33]. This further provides high life quality and on-time treatment during 
emergencies. In recent years, the total number of hospital occupancies is considera-
bly minimized due to the establishment of e-healthcare systems. Therefore, medical 
purpose sensitive data are involved mostly in the cloud service system. Furthermore, 
cloud computing technology constitutes certain benefits like better content storage 
and application hosting as well as minimum consumption expenses. But effective 
data extraction and analysis are considered as a challenging task. To overcome the 
above-mentioned drawbacks, a Gaussian mutation-based firebug optimization (GM-
FBO) algorithm for preserving privacy in the cloud service system regarding health-
care is proposed in this paper.

4  Proposed approach

The architectural diagram for the proposed approach is shown in Fig. 1. The signifi-
cant intention of the proposed approach involves securing and preserving sensitive 
healthcare data. Data hiding operation and data restoration operation are considered 
as two significant operations of the proposed framework. Initially, an optimal key is 
generated in data hiding operation. In this paper, an optimal key is generated using 
a Gaussian mutation-based firebug optimization (GM-FBO) algorithm. The data 
which are to be preserved are said to be known as secure data are then sent to the 
receiver. Once the secure data are received by the receiver, the original data can 
be viewed only if a similar key is provided to the receiver. Therefore, the original 
hidden sensitive data are recovered by the receiver by using an inverse optimal key 
which comes under restoration operation. The original data received are then uti-
lized for analysing and diagnosing medical reports, and the data are then sent to the 
particular person (can be caretaker, patient or other authorized persons) in case of 
emergency. The step-by-step process involved in the proposed technique is discussed 
in the upcoming sections.

4.1  Fitness function evaluation

The significant intention of the proposed approach involves securing and preserving 
the sensitive healthcare data, and the main objective of this paper is to accomplish 
an optimal key and it can be done by employing a hybrid algorithm named GM-
FBO algorithm. Here, the key is considered as an input solution to the GM-FBO 
algorithm. The mathematical formulation involved in deriving the fitness function is 
stated as follows:

From Eq. (1),

(1)Fitness function f = Minimum (Key size (�k))
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From Eq. (2), the original data are denoted by OD . n signifies the total number of 
medical data. The preserved data and the secure data are represented by PD and OD , 
respectively [15].

4.2  Data hiding operation

The data hiding operation in other words referred to as a data preservation technique 
in which the sensitive healthcare data are preserved by employing an optimal key 
[21]. In this paper, an optimal key is generated using the GM-FBO algorithm that is 
depicted clearly in the following subsection. Initially, an optimal key is changed into 
binary values so as to hide the data. The healthcare data are then proliferated from 
the obtained binary values referred to as secure data. The steps involved in obtaining 
binary data from an optimal key are discussed below. Let us assume, �1 × �2 be the 
data size; where �1 are the records and �2 is the fields. The secure data are gener-
ated by multiplying the optimal key size of about 20 × 1 with the original data. The 

(2)�k =

∑n

k=1
SD

∑n

k=1
OD

−

�

∑n

k=1
OD −

∑n

k=1
PD

∑n

k=1
OD

�

Fig. 1  Proposed Workflow
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length of the binary values and the original data is analogous during the conversion 
process. The elements present in 20 × 1 are categorized into five batches and each 
constitutes four elements and 40 binary bits are obtained by converting every ele-
ment thereby forming five 40 × 4 data. Thus, the obtained five 40 × 4 data are linked 
to obtain a total aggregate with the size of about 200 × 4 . Soon after obtaining the 
binary data, secure data are obtained by multiplying ith the original data.

4.2.1  Gaussian mutation‑based firebug optimization (GM‑FBO) for optimal key 
generation

In this section, a GM-FBO algorithm is employed in generating an optimal key. The 
Firebug swarm optimization algorithm along with Gaussian mutation operation and 
cross over operation of a genetic algorithm is proposed to conquer the drawbacks 
like poor convergence rate and minimum global search capability of the original 
FBO algorithm. In addition to this, the selection capability of the FBO algorithm is 
enhanced by using mutation and cross over operation. A detailed description of the 
GM-FBO algorithm is discussed in the upcoming section.

4.2.1.1 Biological characteristics The biological name of firebug is Pyrrhocoris 
apterus which belongs to an insect family. These firebugs constitute two significant 
behaviours; one is the roaming behaviour and the other is the exploring behaviour. 
The motion of firebugs that attempts to determine the best mating partner can be 
viewed naturally as an optimization approach. Since the characteristic behaviour of 
firebugs is complex; studying the behaviour is considered as relevant and interest-
ing research area. The following sub-section depicts a few interesting behaviours of 
firebugs [22].

• The male firebug attracts and defends the colonies of the female firebugs using 
chemical signals by means of pheromones.

• Only the fit female bugs are selected by the male firebug for the process of mat-
ing.

• Both female and male firebugs that mates successfully form a tandem and be 
with each other over a particular time duration.

• The male firebugs defend the female colonies with the highest fitness value are 
attracted by the female firebugs.

• Each firebug does not disperse from the group; meanwhile, they move together as 
an aggregation.

The behaviours and the respective mathematical expression involved in the GM-
FBO algorithm are delineated as follows.

4.2.1.2 Forming female colonies As mentioned above, only the fit female bugs are 
selected by the male firebug and the significant objective involves minimizing the cost 
function since fittest firebugs are associated with minimum cost. Here,nf  represents the 
number of female bugs which is distributed randomly in the search area and nm denotes 
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the number of male bugs which is distributed randomly in the search area. Each bug con-
stitutes a real scalar cost with respect to the fitness value and a position value. Otherwise 
stated, the initial female firebug position is regarded as a uniform random vector variable 
in the search space area [23].

4.2.1.3 Selection of mates The matting process takes place between the male firebug 
and the fittest female firebug in the colony. The location of every male bug is initialized 
to the fittest female firebug’s location. The significant differences among the firebug 
optimization and other optimization algorithms are that the FBO utilizes an element 
wise operation referred to as Hadamard matrix multiplication for updating the position. 
The females in a colony are parallelly updated. In this paper, the selection capability of 
FBO algorithm is enhanced by using Gaussian mutation operation and cross over opera-
tion which is discussed below.

• Crossover operation The most significant phases in the genetic algorithm are the 
crossover operation. The cross over operation permits the integration of genetic fac-
tors containing one or more solutions. Certainly, majority of the groups comprises 
two parents. This operator implements purposes where the parents with respect to 
genetic facts are associated with it [24].

• Gaussian mutation operation The Gaussian mutation operation [25] in other words 
stated as random vector addition that obeys the Gaussian distribution function or 
normal distribution function. This Gaussian mutation operation plays a vital role 
in probability theories and mathematical statistics. If a random integer y complies 
Gaussian distribution by numerical expected value � and variance �2 then they are 
represented as P(�, �2).

From Eq. (3), F(y) signifies the probability density function, � indicates the expected 
value which identifies the position and � depicts the standard deviation which identifies 
the magnitude. Numerous random features and phenomenon in the natural world are 
approximately described with normal distribution function.

4.2.1.4 Female firebugs based on  chemotactic motion After initializing, the female 
bug location is updated. Every female firebug moves to the dominant firebug to attain 
effective matrix operation. Consider (r(s).f  as B with nf  matrix and its columns corre-
spond to positions of female bugs. Employing the Hadamard multiplication operations, 
all the female bugs are grouped in a particular colony and their respective numerical 
notations are given as follows,

(3)F(y) =
1

√

2��
Exp

�

−(y − �)2

2�2

�

(4)Qx ← Rm(r(s).x, 1, nf )

(5)Qy ← Rm(r(t).x, 1, nf )
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From the above equations, t implies a random number that ranges between [1, nf ] , 
Rm(T , s,w) indicates the return matrix includes s copies of T in row matrix and w 
copies of T in column matrix dimensions. Hence, if the matrix is l × m dimension, 
then Rm(T , s,w) returns sl × wm matrix.

In Eq. (6), c1, c2 denotes the matrix cost function.

4.2.1.5 Male bugs attracting to the female bugs The male bug attracts towards the 
fit female bugs and not their colonies. Avoiding the competitiveness among diverse 
male firebugs permits both the male and female colonies linked with the male fire-
bugs thereby exploring a wide search space area without being inspired to the similar 
best location of the fit female firebugs.

4.2.1.6 Swarm organization In swarm cohesion process, each firebug does not dis-
perse from the group; meanwhile, they move together as an aggregation. The swarm 
takes stochastically motion so that a single bug cannot move in the direction opposite 
to the direction of the swarm. The mathematical expression based on random motion 
of swarm is depicted in Eq. (8)

The male bugs move towards the fitness female bugs and are illustrated using the 
below equation,

In a similar way, the movement of strong female bugs towards alpha males and 
weak female bugs towards subordinate males are carried out and are mathematically 
expressed in the below equation,

From the above equation, C1Θ(Qx − r(s).f ) and C2Θ(Qy − r(s).f ) indicates the 
attraction of female bugs towards dominant males and subordinate male bugs, 
respectively, and the attraction strength was found using C1 and C2 matrixes. The 
flow chart representation for the GM-FBO technique is illustrated in Fig. 2.

4.3  Data restoration operation

The data restoration scheme constitutes two different types of data, namely the index 
data and the sensitive data [26]. At first, the vector form of secure data with compat-
ible length is generated by considering the sensitive data. Then the key index and 
the sensitive data are multiplied, and the value is then added with the secure data 

(6)r(s).f ← r(s).f + c1Θ(Qx − r(s).f ) + c2Θ(Qy − r(s).f )

(7)r(s).x ← r(s).x + c3Θ(q − r(s).t)

(8)r(s).x ← r(s).x + c4Θ(q − r(a).t)

(9)r(s).x ← r(s).x + �(q − r(s).x)

(10)r(s).f ← r(s).f + C1Θ(Qx − r(s).f ) + C2Θ(Qy − r(s).f )
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for acquiring the original data or restored data. Let us assume the sensitive data as 
4. Firstly, the vector and the generated optimal key is multiplied which are generated 
for the sensitive data (4). Finally, the obtained result and the secure data are added 
to obtain the original data. The successful restoration of original data takes place 
only if the optimal key generated using GM-FBO is accurate. On the other hand, if 
the generated key is not optimal, then the restoration process of the original data is 
unable to accomplish effectively. Hence, the correlation coefficient of recovered and 
the original data are resolved thereby demonstrating the efficiency of the proposed 
GM-FBO technique [26].

5  Experimental results and analysis

The experiments are simulated using the Matlab 2020b software and the cloud envi-
ronment is simulated using a CloudSim3.0.3 tool. The experiments are conducted in 
a PC equipped with an 11th Generation Intel Core i5-1135G7 Processor, Windows 
10 Home 64 OS, and 16 GB Soldered DDR4 3200 MHz memory. Three healthcare 
datasets were taken to conduct the experiments, namely: Healthcare problem data-
set (HPD) [27], Medical Information Mart for Intensive Care (MIMIC-III) [28], and 

Fig. 2  Flow chart representa-
tion of the proposed GM-FBO 
approach
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Mobile HEALTH (MHEALTH) [29]. A brief description of these datasets is pre-
sented as follows:

• HPD This dataset is mainly used to predict the stroke symptoms in heart dis-
ease patients. The total number of attributes present in the dataset is 12. The 
patient’s id, gender, age, presence of hypertension, presence of heart disease, 
married, type of job, type of residence, average glucose level, body mass index, 
and stroke history are the attributes present in the dataset. The attributes that are 
secured are, namely age, hypertension, type of job, BMI, average glucose level, 
and smoking status.

• MIMIC-II It is a large single-centre database that consists of the information of 
the patients admitted into the critical care unit. The information includes medi-
cations, laboratory measurements, vital signs, notes, and observation reports, 
imaging reports, length of stay, diagnostic codes, etc. The data that need to be 
secured in this dataset are, namely noted and observation report, laboratory 
measurements, imaging reports, vital signs, and diagnostic codes.

• MHEALTH This dataset consists of the physical activity information obtained 
from ten volunteers. The different motions exhibited by the various parts of the 
body are collected via different sensors. There are 12 activities and 24 attributes 
present in the dataset. The 24 attributes present in the dataset are secured using 
the proposed methodology.

5.1  Experimental results

The overall time taken by the proposed GM-FBO algorithm by varying the size of 
the secret key and different patient records is presented in Fig. 3. The key generation 
process was repeated for a total of 10,000 patients records which are equally distrib-
uted among five virtual machines. The time is taken by the proposed methodology 
for different virtual machines in the range 3–18 and a secret key size of 1024 bits is 
presented in Fig. 4. Figure 5 presents the key size variation for different instances 
present in dataset-I.

Fig. 3  Time taken for key 
generation by varying the key 
length
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The performance of the proposed GM-FBO algorithm is evaluated using differ-
ent measures, namely privacy and fitness. The results obtained by comparing with 
the FBA algorithm are presented in Table 2. The GM-FBO algorithms key genera-
tion process improves the fitness value. The key sizes are varied from 100 to 500 
for every measure. The privacy measure mainly denotes the percentage of privacy 
improved by the proposed methodology for the cloud computing environment. The 
main aim of the privacy measure is to improve the privacy offered to the user’s 
healthcare information. The proposed algorithm offers a privacy measure of 0.49, 
0.50, 0.52, 0.40, and 0.42 for key size of 100, 200, 300, 400, and 500, respectively. 
The privacy measure is relatively high when compared to the FBA algorithm. The 
fitness value is mainly based on the objective function (optimal key with minimum 
length) that needs to be minimized. The FBA algorithm offers a fitness measure of 
0.35, 0.50, 0.48, 0.42, and 0.40 which is relatively higher than the proposed GM-
FBO algorithm. Hence it is proven that the proposed methodology offers low fitness 

Fig. 4  Computation of key 
generation time by varying the 
number of virtual machines

Fig. 5  Random key size varia-
tion to increase the privacy
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which is effective when generating an optimal key with the minimum length for dif-
ferent medical datasets.

5.2  Performance evaluation using convergence

The optimal key obtained using the proposed GM-FBO algorithm is the best key 
obtained for the secure generation process. The convergence performance is said to 
be higher when the cost reduces as the number of iterations increases. The compara-
tive analysis in terms of comparing the proposed method to the existing system is 
present in Fig. 6. The model is run for a total of 100 iterations. For the comparative 
analysis, a total of three datasets is taken and the methods taken for comparison 

(a) Dataset-I (b) Dataset-II

(c) DatasetIII

Fig. 6  Convergence analysis of the proposed methodology with existing techniques
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are Genetic Algorithm (GA) [24], Particle Swarm Optimization (PSO) [22], Firefly 
algorithm (FA) [23], and Whale optimization algorithm (WOA) [24]. For the three 
datasets, the proposed algorithm has a minimal cost function and it also converges 
with a minimal cost function at the end of the  100th iteration. The GA and PSO 
algorithm have the highest cost during convergence when compared to the remain-
ing algorithms. The FA and WOA algorithm’s performance degrade with increas-
ing search space. The proposed GM-FBO algorithm offers optimal outcomes for the 
three datasets. Hence, we can conclude that the proposed model is efficient in reduc-
ing the cost function when compared with the existing techniques.

5.3  Chosen plaintext and known plaintext attack analysis

The proposed methodology is evaluated in terms of known plaintext attacks (KPA) 
and Cipher plaintext attacks (CPA). The KPA is a cryptanalysis attack model where 
the attacker gains access to both the plaintext and ciphertext. The main aim of this 
attacker is to disclose the secret key used. The KPA attack is conducted by either 
identifying the statistical relationship that exists between a single data instance to 
the overall data or either identifying the relationship of a single secret data instance 
with the overall secret data. The chosen plaintext attack (CPA) is also a cryptanaly-
sis attack model used by the attacker to gain access to the ciphertexts generated by 
random plaintexts. The main aim of the attacker is to minimize the security of the 
encryption scheme used. The CPA attack is conducted by analysing the statistical 
significance between the secret data and its appropriate plain text that is restored.

The results obtained for both the KPA and CPA attacks are shown in Tables 3 and 
4. In KPA attack analysis, the proposed methodology offers improved performance 
of 8.5%, 5.9%, 6.9%, 4.5%, 2.9%, and 1.9% when compared to the state-of-the-art 
techniques such as SKMA-SC [10], PRDT-DRU [2], J-SSO [5], Improved honeypot 
[6], and SECHS [9]. Based on the performance shown in Table 4, we can observe 
that the proposed GM-FBO is very reactive against the CPA attacks when compared 
to the state-of-the-art techniques and the main reason is the integration of the GM 
mechanism with the FBO algorithm. Even though the state-of-the-art techniques 
offer optimal performance, they suffer from different complexities such as high com-
putational time, complexity in handling a large number of data instances.

Table 2  Comparison using 
privacy and fitness measures

Key size Privacy measure Fitness measure

FBA Proposed GM-
FBO

FBA Proposed 
GM-FBO

100 0.10 0.49 0.35 0.27
200 0.39 0.51 0.50 0.28
300 0.39 0.52 0.48 0.31
400 0.18 0.40 0.42 0.29
500 0.20 0.42 0.40 0.32



 K. Anand et al.

1 3

5.4  Statistical analysis

The stochastic nature of the meta-heuristic algorithm often deters their perfor-
mance when achieving optimal results. The statistical analysis is mainly con-
ducted by taking the mean, best, median, and standard deviation of different 
metaheuristic algorithms such as Genetic Algorithm (GA) [24], Particle Swarm 
Optimization (PSO) [30], Firefly algorithm (FA) [31], and Whale optimization 
algorithm (WOA) [32]. Every algorithm has been executed a total of 5 times. 
Table 5, 6, 7 shows the results obtained for the HPD (Dataset-I), MIMIC-II (Data-
set-II), and MHEALTH (Dataset-III) datasets. Each table shows the analysis con-
ducted in terms of mean, best case, worst case, median, and standard deviation.

Table 3  Comparison using KPA 
attacks

Techniques Dataset-I Dataset-II Dataset-III

SKMA-SC [10] 0.9024 0.9061 0.9014
PRDT-DRU [2] 0.9259 0.9291 0.9214
J-SSO [5] 0.9158 0.9195 0.9154
Improved honeypot [6] 0.9395 0.9395 0.9314
SECHS [9] 0.9559 0.9595 0.9547
GMGW [1] 0.9654 0.9654 0.9654
Proposed GM-FBO 0.9851 0.9974 0.9956

Table 4  Comparison using CPA 
attacks

Techniques Dataset-I Dataset-II Dataset-III

SKMA-SC [10] 0.9256 0.9364 0.9347
PRDT-DRU [2] 0.9365 0.9324 0.9365
J-SSO [5] 0.9244 0.9255 0.9245
Improved honeypot [6] 0.9547 0.9596 0.9514
SECHS [9] 0.9485 0.9485 0.9356
GMGW [1] 0.9546 0.9484 0.9584
Proposed 0.9984 0.9984 0.9958

Table 5  Statistical Analysis results for Dataset-I

Techniques Best Worst Mean Median Standard deviation

GA 1.425546 1.45962 1.46521 1.45684 0.019599
PSO 1.456985 1.51595 1.49568 1.45698 0.015995
FA 1.459852 1.45995 1.36548 1.41559 0.042648
WOA 0.519526 0.78955 0.66589 0.69854 0.084578
Proposed GM-FBO 0.37458 0.69588 0.55998 0.65487 0.12545
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For dataset-I, the proposed GM-FBO offers an improvement of 33.25, 71.25, 
74.65, and 74.65% when compared to the GA, PSO, FA, and WOA algorithms. 
The superiority is also visible both in the worst-case scenario for the three datasets 
shown in Tables 4, 5, and 6. The mean value of the proposed model for dataset-II 
is 42.36, 49.36, 47.32, and 50.36% higher than the GA, PSO, FA, and WOA algo-
rithms as shown in Table 6. Table 7 also shows superiority to the state-of-the-art 
techniques in terms of best case, worst case, and median values. The GA, PSO, and 
FA algorithm suffers from premature convergence and is often stuck in the local 
optima. The WOA algorithm suffers from the low convergence speed, hence its per-
formance degrades. The genetic crossover and Gaussian mutation operation enhance 
the capability of the FBO algorithm with increased convergence speed.

5.5  Data restoration efficiency

The statistical relationship between the actual and restored data is analysed via the 
data restoration efficiency. Tables 8, 9 and 10 present the data comparison results 
of the data restoration efficiency when evaluated with the three state-of-the-art 
techniques in terms of the three datasets. The techniques taken for comparison 
are, namely SKMA-SC [10], PRDT-DRU [2], J-SSO [5], Improved honeypot [6], 
and SECHS [9]. From the results shown in Table-7, we can analyse that there is an 
improvement of 3.21, 6.32, 5.89, 5.78, and 6.02% over the SKMA-SC, PRDT-DRU, 
J-SSO, Improved honeypot, and SECHS techniques for a total of 10 instances.

Based on the results shown in Table 8, we can see an improvement of 5.43, 4.8, 
4.46, 4.82, 4.55, and 4.13% of the proposed methodology over the existing techniques 

Table 6  Statistical Analysis results for Dataset-II

Techniques Best Worst Mean Median Standard deviation

GA 1.50458 0.80145 1.501548 1.51487 0.04858
PSO 1.52648 1.50654 1.59652 1.58694 0.02998
FA 1.32553 1.65487 1.41547 1.40154 0.05895
WOA 0.69584 1.55648 0.78959 0.70958 0.04568
Proposed GM-FBO 0.59688 1.188882 0.80648 0.69581 0.25684

Table 7  Statistical Analysis results for Dataset-II

Techniques Best Worst Mean Median Standard deviation

GA 1.59852 1.65875 1.62548 1.62548 0.02854
PSO 1.63552 1.70154 1.6789 1.54585 0.05844
FA 1.45594 1.6015 1.5469 1.545958 0.05689
WOA 0.665858 0.80558 0.73658 0.75956 0.05954
Proposed GM-FBO 0.38547 0.94587 0.74589 0.8145 0.23258
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such as SKMA-SC, PRDT-DRU, J-SSO, Improved honeypot, and SECHS techniques. 
For the dataset-III, the proposed model performance is 4.2% higher when compared to 
the conventional techniques. The performance outcomes of the three datasets using our 
proposed methodology show that our model’s restoration process is beneficial when 
compared to the conventional techniques.

6  Conclusion

This paper presents a Gaussian Mutation based Firebug optimization (GM-FBO) algo-
rithm for improving the security in cloud-based healthcare applications. The main aim 
of this paper is to prevent the privacy of the user’s medical information stored in the 
cloud storage server. The GM-FBO algorithm is used to offer secure data storage and 
restoration operations. The experiments are conducted using three different healthcare 
datasets, namely HPD, Medical MIMIC-III, and MHEALTH. The efficiency of the 
proposed model is compared with different state-of-the-art techniques such as SKMA-
SC, PRDT-DRU, J-SSO, Improved honeypot, and SECHS. The convergence efficiency 
of the proposed GM-FBO algorithm is analysed by comparing it with different heu-
ristic algorithms such as GA, PSO, FA, and WOA. The experiments are conducted to 
verify the restoration effectiveness, statistical significance, and proficiency of the pro-
posed technique towards KPA and CPA techniques. The privacy and fitness measures 
are evaluated by varying the key size from 100 to 500. The simulation results show that 
the GM-FBO algorithm offers maximum privacy with minimal fitness value. Hence 
the proposed model is termed to be effective when securing the sensitive data stored 
by the medical institutions in the cloud. In the future, we plan to extend this work to 
handle different attacks such as impersonation, phishing, and botnet that take place in 
IoT-based healthcare applications.
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