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Abstract
The coronavirus outbreak is a recent pandemic that destroyed most of the lives, economy, and livelihoods. The detection of 
COVID-19 is the main aim to detect and provide better treatment for patients to mitigate its impact. In addition, it is neces-
sary to diagnose the disease swiftly with upgraded technologies. This can be achieved by CT image scanning. This provides 
the fastest detection of the disease. Moreover, it can also be used to diagnose the percentage of the affected lung areas. To 
perform this fastly, we propose a novel approach known as Convolutional Neural Network (CNN)–based Improved Grey 
Wolf Optimization (IGWO) algorithm. The proposed CNN utilizes a SegNet-based approach which can be used to detect 
the affected area in the lungs by using the encoder and decoder steps. The encoder in this approach uses three types of CNN 
architecture. First, the decoder is used to reconstruct the images. The overfitting issues during the iterations and complexi-
ties are reduced by adopting the IGWO approach. The experimental analysis depicts that the proposed approach effectively 
segments the CT images and promptly diagnoses the affected lung area.
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Introduction

Recently, a coronavirus is discovered in China, commonly 
known as Severe Acute Respiratory Syndrome Coronavirus 
[1]. It can spread fast, affecting 217 countries and territories 

worldwide and affecting the respiratory system [2]. The 
symptoms of this virus are cough, cold, fever, and breathing 
problems. The respiratory system and lungs are affected by 
this coronavirus. According to death and the total number of 
cases, the World Health Organization mentioned this virus as 
a global public health emergency [3]. To control the spread 
of the virus, self-isolation, social distancing, and quarantin-
ing are the steps taken by every individual. This pandemic 
situation affects the economic crisis, pressure, and resources.

Currently, people are affected by different domains due to 
economic conditions. Finance is a significant problem for coun-
tries and individuals in health facilities. The X-rays and the CT 
scan are the requirements to identify the severity of the dis-
eases in the lungs. Artificial Intelligence is applicable in medi-
cal measures, and numerous COVID-19 cases are monitored 
and recorded. Due to severe attacks, the lungs are affected and 
cause death. The infections are monitored and accessed through 
various methods to diagnose accurate data [4].

In biomedical engineering, AI assists the severity of coro-
navirus in evaluating the efficiency and accuracy [5, 6], to 
enhance the deep learning approaches applied to determine 
the COVID-19 persons. The performance of the image is 
executed in the image processing to perform the images [7, 
8]. A CAT scan is also known as computed tomography; the 
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input is given as an image and output feature. It has enormous 
images to remodel the 3-dimensional appearance. Machine 
learning collects the image automatically to identify a set of 
data. In Artificial Intelligence, the data is designed to achieve 
certain goals. It solves the obstacles of the machine and deep 
learning methods. It automatically reduces the size and result 
of the specific data. However, it does not compute the correct 
data due to complexity and expense.

Meanwhile, image segmentation faces challenges due to the 
images’ low contrast, illumination, and irregularity [9]. Seg-
mentation is nothing but dividing the various parts into various 
parts that relies on the same properties of the neighboring pix-
els. Several machines and deep learning approaches are worked 
in this field, such as Support Vector Machines [10], Convolu-
tional Neural Networks [11, 12], and Deep Neural Networks 
[13]. The existing works do not provide correct accuracy and 
increase computational time. However, optimized segmenta-
tion is still required due to the increased complexity. Hence to 
overcome these issues, we proposed a novel approach known 
as the CNN-IGWO approach, which is effectively used to seg-
ment the COVID-19-affected parts of the lungs. The average 
segmentation time for lung parenchyma areas using the sug-
gested CNN model is calculated to be 10.75 s for each slice of 
512,512 voxels or pixel-wise segmentation. Using a machine 
with numerous cores or a GPU helps speed up the computation. 
Facilitate image analysis, which entails segmenting a visual 
input. Sets of one or more pixels make up segments. Image 
segmentation divides pixels into more substantial parts while 
simultaneously doing away with the requirement to treat each 
pixel as a separate unit.

The key points of our work are listed below.

•	 The collected data are normalized by the Z-score 
approach to remove the unwanted noises due to the dis-
traction and low resolution.

•	 The SegNet-based CNN is used to segment the CT 
images and effectively group the features.

•	 The Encoder in the SegNet extracts the features and 
converts them into low-resolution features. Finally, the 
decoder is used to reconstruct the encoded images.

•	 Then, the results are optimized using the GWO approach, 
which effectively chooses the features globally. It also 
can be used to overcome the overfitting issues in the 
SegNet-based CNN approach.

The rest of the article is organized as follows: in the “Lit-
erature Survey” section, the relevant works are analyzed with 
their advantages and disadvantages. The proposed method-
ology is explained in the “Proposed Methodology” section. 
The experimental analysis is illustrated in the “Experimental 
Investigation and Analysis” section. Finally, the article is 
summarized in the “Conclusion” section.

Literature Survey

Some of the Literatures Related to the Presented 
Work are Listed Below

To partition the infected and non-infected patients, Castigli-
one et al. [14] have proposed an Automatic Detection of 
Coronavirus optimized CNN (ADECO-CNN), to examine 
the CT images faster for the analysis of COVID-19. The nor-
malization method increases the quality and removes noise 
from lung images. Radiography and CTs are used as the 
patterns, and it is derived from websites and X-rays. It can 
perform real-time classification of diseases. Nonetheless, it 
should be developed for similar diseases.

Castiglione et  al. [15] have described the sensors to 
identify the persons infected with COVID-19 based on IoT 
devices. The structure consists of a data warehouse, health 
centers, and so on. The information is detained from dif-
ferent COVID-19 patients. The IoT devices use sensors in 
the diagnosis of the health of the patients. It can be able 
to control the situation in a short period. As a result, the 
COVID-19 patients are cured in a limited period. Thus, the 
IoT is used correctly in the decision-making process.

Vahdat et al. [16] have stated Loading Aware Training 
Invertor Memristive (LATIM) determines the size to precise 
the coefficients. The training neurons determine the invertor’s 
size. The c and d are the coefficients of training data. The out-
put value of the training network is efficient. To determine the 
training values of conductance, the memristors are predicted. 
The neural networks function as the investors to generate, 
although the complexity should have been improved.

A portable healthcare tool, Kaiser et al. [17] have discussed 
iWork Safe to detect COVID-19 patients. The mobile app is used 
to check and monitor infected persons. The fuzzy neural network 
measures fitness. The method that is evaluated is to monitor the 
health condition. In critical situations, the app is trained by data. 
The quality should be high to function the app. Thus, the machine 
learning approach is extended in future work.

Aradhya et al. [18] introduced a chest X-ray to investigate 
COVID-19-infected people. The phase-to-phase approach 
is very efficient in detecting images. Probabilistic Neural 
Networks (PNN) are applicable in large datasets. From each 
data, the image is selected to compute the distributions. The 
entropy is more effective in selecting images. The formatted 
images are collected in a different database. Thus, the data 
should be improved from different fields.

Mahmud et al. [19] studied briefly about COVID-19 Tri-
level Attention Network (CovTANet). This method divides 
the segments to form volumes. Positive false estimations 
lose the data. The divided data is extracted to employ the 
task. The features are extracted from different regions to 
divide the vectors. The segments are improved to optimize 
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the problems in relevant features. As a result, the damages 
are reduced in a faster response, even though the method in 
the neural network should be productive.

To segment COVID-19, Mahmud et al. [20] stated a novel 
approach known as CT volumes to limit the neural network. 
The encoder and decoder are integrated to increase the mod-
ule. The 2D network is extracted from the 3D network. It has 
been used to demonstrate the sliced data to extract the CT 
volumes. The complexity is reduced to improve the volumes. 
Moreover, the task is performed in multi-class segments.

A multi-task deep learning–based technique for lung infec-
tion segmentation on CT scan images was presented by Elhar-
rouss et al. in 2022 [21]. Segmenting the potential infection-
prone lung areas is the first step in our suggested procedure. 
Additionally, the suggested model is trained using the two-
stream inputs to execute a multi-class segmentation. Thanks to 
the multi-task learning approach, we can get around this work’s 
lack of labeled data. The multi-input stream also enables the 
model to benefit from various features that can enhance the 
outcomes. The proposed technique, which shows success for 
lung infection segmentation, reached 78.6% for dice, 71.1% for 
sensitivity measure, 99.3% for specificity, 85.6% for precision, 
and 0.062 for average absolute error metric.

Fan et al. [22] presented a unique COVID-19 Lung Infec-
tion Segmentation Deep Network (Inf-Net) to detect infected 
regions from chest CT slices in 2020 automatically. Using 
a parallel partial decoder, our Inf-Net combines high-level 
characteristics to create a world map. The boundaries are 
then modeled, and the representations are improved via 
explicit edge attention and implicit reverse attention. Addi-
tionally, we provide a semi-supervised segmented frame-
work built on a randomly chosen propagation approach to 
address the lack of labeled data. This framework only needs 
a small number of labeled photos and mostly uses unlabeled 
data. Numerous tests using our COVID-SemiSeg and actual 
CT volumes show that the suggested Inf-Net surpasses most 
cutting-edge specific limitations and improves performance.

Proposed Methodology

This section presents our proposed SegNet-CNN-based IGWO 
approach for segmenting the COVID-19-affected part of the 
lungs. First, the collected images are normalized to remove the 
statistical noises and then fed into the proposed work. Figure 1 
illustrates the proposed approach in a detailed manner.

Image Normalization

Z-score normalization is a common approach widely used 
in computer vision applications for image pre-processing. It 

is deployed to normalize the image pixel values to have zero 
mean and unit variance; thus, it enhances the image qual-
ity. This step is performed to remove the statistical noises 
present in the lungs’ CT images. The statistical noises are 
divided into three types: (i) electrical equipment that causes 
unnecessary interference to lead to electronic noise, (ii) 
noise that occurs while reconstructing the images in the 
receiver coils, and (iii) stochastic noise, which is the main 
source of noises [23]. This type of noise can be ignored by 
increasing the number of photons. Maintaining the tradeoff 
between image resolution quality and radiation risk is neces-
sary. Before the segmentation process, removing the noises 
from the acquired CT images of the lungs is necessary. This 
can be achieved by the image normalization approach, which 
can be used to smooth the images and enhance the contrast 
of the images near the border of the lungs.

The image pre-processing using the Z-score normalization 
involves conversion of image to gray scale, mean and stand-
ard deviation calculation, normalization of pixel values, and 
scaling of pixel values. Initially, the color image is converted 
to gray scale to shorten the normalization process. Then, the 
mean and standard deviation of the image pixel values are 
determined. In pixel value normalization, the estimated mean 
is subtracted from each pixel value and the result is divided 
by the standard deviation. This confirms that the pixel values 
have zero mean and unit variance. Finally, the pixel values 
are scaled to a desired range (between 0 and 1 or between −1 
and 1). The utilization of Z-score normalization enhances the 
system performances by eliminating the lighting effects and 
contrast variations in the image. Our proposed approach uti-
lizes the Z-score normalization method, which provides unit 
variance and zero mean for the nonzero values of the images 
[24]. The Z-score normalization is formulated as,

Here, the mean and standard deviation are given as τ and 
λ respectively. The intensity of the current pixel can be given 
as b. The resultant output is illustrated in Fig. 2. The original 
CT images are illustrated in the first column of Fig. 1. The 
second column represents the output of the Z-score normali-
zation. From the figure, effective detection is achieved by our 
proposed method by detecting the borders of the lungs without 
the inclusion of lesions. The resultant outputs are then seg-
mented using the proposed CNN-based IGWO approach. The 
following sections elucidate the proposed approach.

SegNet‑Based CNN

Our proposed work utilizes the SegNet-based CNN tech-
nique [25]. SegNet has two parts: (i) encoder and (ii) 
decoder. The proposed CNN utilizes a SegNet-based 

(1)Z =
(b − �)

�
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approach which can be used to detect the affected area in 
the lungs by using the encoder and decoder steps. SegNet 
is a type of Convolutional Neural Network (CNN) struc-
ture that is commonly utilized in image processing for  
segmentation purposes. This involves transforming each 
pixel in an image to a specific class [26]. The SegNet infra-
structure includes encoder and decoder networks, which 
works together to perform image segmentation task. The 
encoder network takes an input image and passes through 
a convolutional and pooling layers sequence. These layers 
track and extract essential features at multiple scales. Fur-
thermore, the output of each layer is passed to the equiva-
lent layer in the decoder link. The decoder network utilizes 
convolutional and upsampling layers to provide a pixel-wise 

segmentation map. In addition, the SegNet uses the pooling 
indices from the encoder to achieve accurate upsampling 
in the decoder net, enabling the system to preserve fine-
grained information in the segmentation map. Moreover, it 
minimizes the number of parameters in the network, mak-
ing it more efficient than other segmentation techniques  
[27, 28]. Furthermore, the SegNet model can handle complex 
lung structures like airways and blood vessels. Moreover, the 
flexibility of the SegNet enables the system to train various 
types of medical images like CT and MRI, making it a suit-
able architecture for medical image processing tasks. Thus, 
the encoder-decoder architecture in the SegNet enables the 
model to extract the lung tissue’s contextual information and 
spatial dependencies. These advantages in the SegNet enable 

Fig. 1   Parts of the proposed methodology portion
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us to perform the lung segmentation task more effectively 
than the other networks like U-Net and DeepLab.

•	 Encoder: It is exploited to extract the required features 
from the normalized CT images. It is composed of convo-
lutional and max-pooling layers of VGG16 [29], VGG19 
[30], and ResNet50 [31]. The convolutional layers per-
form feature extraction by applying a sequence of filters 
to the image. On the other hand, the pooling layers mini-
mize the spatial dimensions of the output by consider-
ing the highest value in each pooling region. Finally, the 
result of each layer is made to pass through the non-linear 
activation function to provide non-linearity in the system. 
Figure 3 illustrates the encoder model. It can also be used 
to provide an activation map with a low resolution even 
though it carries entire image data information. It is also 
used to save the data needed for decoding purposes.

•	 Decoder: The decoder network accepts the output of the 
last layer of the encoder network and utilizes it to provide 
a pixel-wise segmentation map. It is used to reconstruct 
the CT images from the extracted features by the encoder, 
i.e., by the activation map low-resolution information. 
The second part of Fig.  2 illustrates the decoder of 
SegNet. The upsampling process of the decoder can 
enhance the resolution of the activation map obtained 
from the encoder. Upsampling layers are available in the 
decoder, which performs the inverse pooling operation. 
The upsampling layers enhance the spatial dimensions of 
the image by iterating the pixel values in each upsampling 
region. The convolutional layers perform feature 
mapping by applying filters to the upsampled image. The 
upsampling and max-pooling operations are depicted in 
Fig. 3. The max-pooling layers are used to mitigate the 
activation map and cache the maximized indices values 

Fig. 2   Outcome of image nor-
malization process. i Original 
images. ii Normalized output
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(integer used to denote the position). The activation 
map values are enhanced by using the maximized value 
of indices as denoted in the max pooling. The indices 
with maximum values are cached, and other map values 
are inserted with zero. Subsequently, dense activation 
maps are generated with the help of a convolutional 
layer. Henceforth, the image obtained contains the same 
resolution as the original image. The output of each 
layer is fed through a non-linear activation function like 
ReLU, which provide non-linearity into the proposed 
model. The output of the decoder part is a fine-grained 
segmentation mask that highlights the affected lung area. 
The segmentation mask can be obtained by passing the 
output of the last convolutional layer through a sigmoid 
activation function, which produces a pixel-wise 
probability map. Then, the classes such as COVID-19 
and normal parts are segmented using the softmax layer, 
as shown in Fig. 4.

SegNet‑Based CNN for Lung Image Segmentation

The proposed SegNet-based CNN utilizes the VGG 16, VGG 
19, and ResNet 50. Meanwhile, the decoder is composed of 
convolutional and upsampling layers, which are similar to 
the encoder. The training section involves a learning rate of 
0.01. The weights of the CNN are initialized with the help of 
trained CNN images. The fully connected layers are initial-
ized arbitrarily because they are issue-dependent. Moreover, 
the initialization of the decoder is also made to confirm the 
activation map of the segmented images to reconstruct the 
images. The Stochastic Gradient Descent (SGD) [32] is used 
to upgrade the layers using the cross-entropy loss function 
during the initialization process. Furthermore, to enhance the 
selection of segmented features of the image, we have utilized 

the IGWO algorithm. This adopted algorithm improves the 
segmentation results by reducing the iterations and searching 
for global segments. The IGWO is elucidated below.

Improved Grey Wolf Optimizer

The GWO [33] is based on the grouping hunting behav-
iors of wolf and their leadership quality. The best solution 
can be denoted by the wolf at the top of the hierarchical 
pyramid and denoted as β. The grey wolf pack is directed 
by the β. The position of the prey can be evaluated by fol-
lowing Eq. (2)

Each dimension can be represented as k = 1, 2, ...m . 
Here, V = (V� , V� ,V�) is the distinct weight of strict social 
leadership. The prey position can be evaluated at the tth 
iteration; the k.th component as F; Ak

r
(t) . The hierarchical 

arrangements of the distinct weight can be given as

The stochastic noise error can be evaluated by using 
the equation �(t) ∼ �(0, �(t)) . The mean and standard 
deviation of the Gaussian distribution are given as τ and 
λ, respectively. The dynamic deviation properties can be 
given as

The location of the wolf can be updated by the equation 
given below

(2)Ak(t)
r

= V� ∗ Ak
�
(t) + V� ∗ Ak

�
(t) + V� ∗ Ak

�
(t) + �(t)

(3)1 ≥ V𝛽 > V𝛾 > V𝛿 ≥ 0

(4)V� + V� + V� = 1

(5)𝜆(t) > 𝜆(t + 1)

Fig. 3   SegNet-based CNN architecture for the segmentation of CT lung images
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Ak
j(t)

 is the solution of the wolf at the tth iteration; the jth 
solution at the dimensionality of k. Subsequently, the opti-
mal local solution can be estimated |R| > 1 at the interval 
that lies between −2 and 2. Then, the ability of prey to 
search and attack can be given as |R| > 1 and |R| < 1 . The 
newly updated location beyond the constraints is given in 
Eq. (6). The constraints are set by using the original GWO. 
This might have exceeded the constraints by arbitrary loca-
tions [34].

(6)Ak
j
(t + 1) = Ak

r
(t) − R ∗

|||A
k
r
(t) − Ak

j(t)

|||

(7)

Ak
j
(t + 1) =

⎧
⎪⎨⎪⎩

Ak
j
(t) + f ∗

�
Ek − Ak

j
(t)
�
, if Ak

j
(t + 1) > Ek

Ak
j
(t) + f ∗

�
Lk − Ak

j
(t)
�
, if Ak

j
(t + 1) > Lk

The upper and lower constraints are given as Ek and Lk. 
F is the random integer and lies between the values 0 and 1. 
Finally, the capability of the random walk and behaviors is 
analyzed by using random movement.

Proposed SegNet‑CNN‑Based IGWO Approach 
for the Segmentation of COVID‑19‑Infected Parts

The proposed approach initializes the parameters of both 
techniques. At first, the sample images from the dataset are 
trained, and then the images are passed to the data normali-
zation process. Consequently, the normalized images are 
segmented by using the SegNet-based CNN. Furthermore, 
the overfitting issues during the iterations and complexities 
are reduced by adopting the IGWO approach. Finally, the 
output obtained is optimized using the IGWO approaches, 
which are explained in Fig. 5.

Fig. 4   Sample of max-pooling and upsampling process
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Fig. 5   Schematic overlay of the proposed approach
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Experimental Investigation and Analysis

This section discusses the experimental evaluation of 
the proposed methodology. For the experimental pur-
pose, we used Windows 10 (64-bit) operating system, 
with the Intel(R) RAM with the speed of Core(TM) 
i7-3.4 GHz + GEFORCE GTX 1080 Ti GPU + 16 gigabytes 
with the experiments running on the Python platform [35] 
and [36]. Table 1 explains the parametric values of the pro-
posed framework. The experimental analysis depicts that the 
proposed approach effectively segments the CT images and 
thereby promptly diagnoses the affected area in the lungs.

Dataset Explanation

The existing studies with the proposed methodology perfor-
mance are validated via various performance measures to 
estimate the experimental accuracy, validity, and reliability. 
The borders are manually segmented and accurately section 
the corrupted tissues. This is important to note that using 
an enhancement approach to expand the volume of data 
results in a maximum number of new samples. Moreover, 
70% of the total data can be utilized for learning, 10 per-
centage points for verifying, and 20% for the test. Informa-
tion augmentations effectively reduce errors in training and 
validation [37].

The augmentation methods use data upsampling or 
bending to try and boost the training dataset size. The pre-
vious image labels are kept during the process of augmen-
tation, which is known as augmentations of data distortion. 
This model comprises neural style transfer, random eras-
ing, adversarial training, geometric transformations, and 
color. The training set adds this, and the synthetic samples 
are generated via oversampling augmentations [38]. This 
study utilized six data augmentation methods to enhance 
random erasing, color space transformations, noise injec-
tion, translation, rotation, color space, and flipping. We 
used horizontal axis flipping during flipping and employed 
contrast enhancement in the color space [39]. Select 180° 
rotation and then apply up, down, left, and right in transla-
tion. Utilize the Gaussian distribution in the noise rejec-
tion. Apply the constant value to increase and decrease 
the pixel values in color space transformations. Finally, 

randomly select the n × m image patch in random eras-
ing. The segmented sample images based on the proposed 
method are delineated in Table 2.

Result and Discussion

The performance metrics dice similarity (D), volume over-
lap error (V), maximum surface distance (MSD), root mean 
square symmetric surface distance (RMSD), average surface 
distance (ASD), relative volume difference (RVD), F-score, 
precision, recall, and accuracy are used. This investigation 
was performed among various methods, such as ADECO-
CNN [14], PNN [18], MT-DL [21], Inf-Net [22], and the 
proposed method.

Performance Metrics

The proposed model efficiency is calculated and compared 
using various performance measures. The evaluation meas-
ures, namely dice similarity (D), volume overlap error (V), 
maximum surface distance (MSD), root mean square symmet-
ric surface distance (RMSD), average surface distance (ASD), 
relative volume difference (RVD), F-score, precision, recall, 
and accuracy, are used.

where Tp and Tn are the true positive and true negative 
classes; the false positive and negative classes are Fp and 
Fn [36–38].

(8)AUC =
1

2

(
Tp

Fn + Tp
+

Tn

Fp + Tn

)

(9)Accuracy =
Tn + Tp

Fn + Tn + Tp + Fp

× 100

(10)Precision =
Tp

Tp + Fp

(11)Recall =
Tp

Fn + Tp

(12)V
(
NS1, NS2

)
=

(
1 −

NS1 ∩ NS2

NS1 ∪ NS2

)
× 100%

(13)D =

(
2 ×

Tp

2 × Tp + FN + Fp

)
× 100%

(14)

ASD =
1

���CNS1

��� +
���CNS2

���
×

⎛
⎜⎜⎝
�

y ∈CNS1

e
�
y, CNS2

�
+

�
y ∈CNS2

e
�
y, CNS1

�⎞⎟⎟⎠

Table 1   Parametric values

Parameters Ranges

Number of convolutional layers 7
Activation function Softmax
Population size 50
Maximum number of iterations 200



2184	 Cognitive Computation (2023) 15:2175–2188

1 3

Table 2   Segmented sample images based on the proposed method
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where the segmentation outputs of proposed and ground 
truth image are Ns1 and Ns2. The segmentation result of the 
proposed and ground truth output is CNS1

 and CNS2
.

Performance Evaluation

Table 3 expresses the dissimilar region dimension accu-
racy analysis. To recognize inflammation in the tiny air 
sacs, apply local patches with the scar tissues and analo-
gous touching textures to deliver details by employing 

(15)RVD

(
NS1, NS2

)
=

(
NS1 − NS2

NS2

)
× 100%

semi-global patches. From the global windows, the extracted 
information is based on the inflammation detection results. 
In the outcome of our approach, the local patches and the 
semi-global patches effect are employed.

Table  4 explains the previous segmentation outputs 
briefly. This investigation was performed among various 
methods, such as ADECO-CNN [14], PNN [18], MT-DL 
[21], Inf-Net [22], and the proposed method. The proposed 
method offers more volume overlap error, average surface 
distance, and maximum surface distance results than existing 
methods. The proposed method provides good results than 
other existing techniques. Figure 6 explains the normal and 
abnormal lung infection results based on the ROC curve.

Figure 7 expresses the comparative result of precision. 
The ADECO-CNN [14], PNN [18], MT-DL [21], Inf-Net 
[22], and the proposed method are used to validate the preci-
sion results. The ADECO-CNN, PNN, MT-DL, Inf-Net, and 
proposed method provided 80%, 83%, 84%, 86%, and 90% 
precision results. Compared to the previous methods, the 
proposed method provided better precision results.

The state-of-art result of the segmentation of different 
measures is depicted in Table 5. The ADECO-CNN, PNN, 
MT-DL, and Inf-Net are the existing methods. The measure 
results of root mean square symmetric surface distance and 
relative volume difference results. The proposed method 
accomplished good and more optimal results than existing 
methods like ADECO-CNN, PNN, MT-DL, and Inf-Net.

Figure 8 depicts the recall comparison result. The recall 
results are validated using the ADECO-CNN, PNN, MT-DL, 
Inf-Net, and suggested technique. ADECO-CNN, PNN, 
MT-DL, Inf-Net, and the proposed approach provided recall 
results of 80%, 86%, 90%, 92%, and 94%, respectively. The 
new method offered more incredible recall results when 
compared to the previous methods.

Table 3   Dissimilar region dimension accuracy analysis

Local patch size Semi-global 
patch size

Lesion segmentation 
based on dice value 
(%)

12×12 40×40 25
12×12 50×50 33
12×12 80×80 43
12×12 70×70 42
12×12 60×60 35
17×17 80×80 81
17×17 70×70 74
17×17 60×60 73
17×17 50×50 70
17×17 40×40 62
22×22 80×80 91
22×22 70×70 89
22×22 60×60 82
22×22 50×50 77
22×22 40×40 75
26×26 80×80 88
26×26 70×70 90
26×26 60×60 93
26×26 50×50 75
26×26 40×40 58

Table 4   Previous result of segmentation results

Techniques Measures for evaluation

V (%) ASD (mm) MSD (mm)

ADECO-CNN 8.3 ± 5.3 5.1 ± 1.2 16.5 ± 8.2
PNN 8.9 ± 0.3 6.3 ± 7.3 21.2 ± 2.2
MT-DL 1.1 ± 1.5 5.3 ± 8.2 23.34 ± 9.3
Inf-Net 11.4 ± 2.1 5.1 ± 0.3 20.5 ± 6.4
Proposed method 5.4 ± 1.1 2.7 ± 0.3 7.2 ± 6.3

Fig. 6   ROC cure performance analysis
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Figure  9 illustrates the comparative result of the 
F-score. The ADECO-CNN, PNN, MT-DL, Inf-Net, and 
the proposed method validate the F-score results. The 

ADECO-CNN, PNN, MT-DL, Inf-Net, and proposed 
method provided 80%, 90%, 92%, 94%, and 95% F-score 
outputs. While comparing with the previous methods, our 
approach provided maximized F-score results.

Discussion

The proposed SegNet-CNN-based IGWO model performed 
well, achieving the best recall, F-measure, precision, and 
AUC results. As a result, the developed scheme eliminated 
the training flaws at the outset. Then, extract the features 
based on the aspect terms of the COVID-19 lung–affected 
parts. Furthermore, segmentation is performed in the clas-
sification layer when mask images are used. As a result, the 

Fig. 7   Comparative result of 
precision

Table 5   Previous result of segmentation of different measures

Techniques Measures for evaluation

RMSD (mm) RVD (mm)

ADECO-CNN 5.2 ± 1.5 7.8 ± 0.3
PNN 4.7 ± 2.1 −4.2 ± 8.2
MT-DL 5.8 ± 5.3 5.8 ± 7.3
Inf-Net 5.5 ± 0.3 −4.7 ± 1.2
Proposed method 3.4 ± 0.3 3.7 ± 1.3

Fig. 8   Comparative result of a 
recall
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developed SegNet-CNN-based IGWO technique improves 
the performance of segmented COVID-19-infected lungs.

The outstanding performance measures comparisons are 
computed in Table 6, and the proposed SegNet-CNN-based 
IGWO has obtained the best results in all parameter validation.  
Furthermore, they achieved 90% precision, 94% recall, and 
95% F-score. As a result, the proposed SegNet-CNN-based 
IGWO robustness is confirmed, and it can segment COVID-
19 lungs–affected parts.

Conclusion

The work in this article is based on the novel approach 
known as the SegNet-based CNN-IGWO algorithm for the 
segmentation of COVID-19-infected lung parts. After col-
lecting the dataset, the images were normalized to remove 
the unwanted noises caused due to the electronic equipment, 
surroundings, etc. The normalization is carried out using 
the Z-score normalization approach. Then, the normalized 
images were segmented using the proposed SegNet-IGWO 
approach. This approach effectively segmented the images. 
Experimental analysis shows that the proposed approach 

segmented the images more accurately than the other exist-
ing approaches. Furthermore, the evaluation metrics such as 
F1-score, precision, recall, and dice index were analyzed and 
compared with previous works such as ADECO-CNN, PNN, 
MT-DL, and Inf-Net. Our proposed work performs better 
than the other approaches. The proposed work provides a 
90% better precision and a 95% better result for F-score. 
Additional data for training and more labeled data for multi-
class segmentation can be used to improve the outcomes 
which constitute our future research.
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