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Feature and Subfeature Selection for Classification
Using Correlation Coefficient and Fuzzy Model

Hemanta Kumar Bhuyan , Chinmay Chakraborty , Subhendu Kumar Pani , and Vinayakumar Ravi

Abstract—This article presents an analysis of data extraction for
classification using correlation coefficient and fuzzy model. Several
traditional methods of data extraction are used for classification
that could not provide sufficient information for further step of data
analysis on class. It needs refinement of features data to distinguish
a class that differs from a traditional class. Thus, it proposes the
feature tiny data (subfeature data) to find distinguish class from a
traditional class using two methods such as correlation coefficient
and fuzzy model to select features as well as subfeature for dis-
tinguishing class. In the first approach, the correlation coefficient
methods with gradient descent technique are used to select features
from the dataset and in the second approach, the fuzzy model
with supreme of minimum value is considered to get subfeature
data. As per the proposed model, some features (i.e., three features
from the acoustic dataset, two features from the QCM dataset,
and eight features from the audit dataset, etc.) and subfeatures
(as per threshold value like 20 for acoustic; 10 for QCM, and 20
for audit, etc.) are selected based on correlation coefficient as well
as fuzzy methods, respectively. Further, the probability approach
is used to find the association and availability of subfeature data
from the dimensional reduced database. The experimental results
show the proposed framework identifies and selects both feature
and subfeature data with the effectiveness of the new class. The
comparison results of several classifiers on several datasets are
explained in the experimental section.

Index Terms—Classification, correlation coefficient, data
mining, feature selection, fuzzy model.

I. INTRODUCTION

THE dimensional features in the dataset have been created
a critical situation for the analysis of data in many cases.

The lower dimension of the feature set with effective values
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has produced a valuable result for data analysis. For indifferent
features, data analysis yields low-quality results, and classifiers
produce wide results. Thus, data are always analyzed on compact
effective values which produce well result forever.

In this article, data are analyzed on features as well as sub-
features data based on the proposed model, i.e., feature and
subfeature selection model in data mining. Feature selection
from pertinent features is an important task for data mining.
It is done by the understanding of the underlying structure of
features data and the discarding of disparaging features data.
The multiple classifiers have been considered with the different
features data to improve the performance. Thus, the designing of
selected features data for evaluation has taken into account in this
article. Although, the applications on feature selection have been
developed by different researchers based on a biological dataset
for diagnostic classification systems [1]–[3]. They showed a way
to find the solution to the problem on the “dimensionality of
feature set.” It is concerned with dimensional reduction methods
such as supervised, unsupervised, and semisupervised methods.
But to solve a particular problem, these methods are not always
necessary. The correlation methods may take power to select
features data for classification, but most of the feature selection
scheme does not comprise the dimensional reduction of features
data whereas few tried among selected features [4]. Chen et al.
[31] have developed a novel semisupervised embedded feature
selection method using rescaling the regression coefficients in
the least square regression. Ali et al. [32] have also made deep
private-feature extractor using the sensitive selective exchange
of information among users and service providers. Further,
Xu et al. [33] proposed multiview classification and feature
selection using support vector machines and iterative optimiza-
tion method with better performance than other state-of-the-art
learning algorithms.

Thus, this article aims to select features from the dataset for
classification, where features are a very useful and independent
manner for observation as well as evaluation. The desirable
objectives on selected features have been taken into consider-
ation for further processing of classification and preserved such
selected features are used for subfeature data selection. Based
on the above concerning situation, the article divides two parts
for description such as (a) feature selection and (b) subfeature
selection.

1) Feature selection: In this part, the correlation coeffi-
cient methods proposed to elaborate on the feature se-
lection process based on the learning process with deriva-
tive methods. The gradient descent technique is used to

0018-9391 © 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: Vignan's Foundation for Science Technology & Research (Deemed to be University). Downloaded on March 21,2023 at 03:02:25 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0000-0002-9712-7280
https://orcid.org/0000-0002-4385-0975
https://orcid.org/0000-0001-9595-0567
https://orcid.org/0000-0001-6873-6469
mailto:hmb.bhuyan@gmail.com
mailto:cchakrabarty@bitmesra.ac.in
mailto:skpani.india@gmail.com
mailto:vravi@pmu.edu.sa
https://doi.org/10.1109/TEM.2021.3065699


1656 IEEE TRANSACTIONS ON ENGINEERING MANAGEMENT, VOL. 70, NO. 5, MAY 2023

determine the selected features for classification through
objective function. Thus, the problem formulation is con-
sidered by Sammon’s error (SE) to determine Euclidian
distance between two variables and it is one part of the
objective function. Thus, the objective function is defined
on SE and correlation coefficient which is mentioned in
Section IV.

2) Subfeature selection: In this part, there is very little re-
search paper available to collect the related information.
The idea of subfeature is initiated by Bhuyan et al. [5], [6].
The fuzzy methods are used to find subfeature data. After
selecting features from the dataset, two important tasks
have been taken into consideration such as (a) association
of subfeature values of different features and (b) the %
of availability of subfeature values concerning features of
the corresponding dataset.

Taking the above methodologies, the experimental results
are analyzed by using three different datasets which are very
effective to determine both feature and subfeature selection for
classification that is mentioned in Section VI.

The rest of this article is organized as follows. The survey
of related different research work is reviewed in Section II.
The problem statement is formulated in Section III. Section IV
explained the correlation framework for feature selection and the
gradient descent technique. The fuzzy model for subfeature data
is described in Section V. The experimental results are analyzed
in Section VI. Finally, Section VII concludes this article.

II. RELATED WORK

Since this article involves feature and subfeature selection,
the background of this research work is considered based on two
parts. In the first part, it describes the related feature selection
approaches whereas subfeature selection based on respective
selection approaches is elaborated in the second part which is
very less due to lack of inadequate information regarding the
corresponding related research work.

A. Several Approaches to Feature Selection

Several feature selection approaches have been developed by
different researchers as in [7]–[9], [27]. Most of the researchers
apply the feature selection method based on unsupervised ap-
proaches. The partition of feature set into several clusters is pro-
posed by Mitra et al. [9] using an unsupervised feature selection
scheme for reducing the feature set. The feature similarity is de-
termined by using the maximum information compression index
approach over various data sizes of real-life data set. Sometimes,
the graph Laplacian for feature selection has described in [10]
for multicluster data. Further, feature selection is an important
step in machine learning. In an incremental feature selection
approach, the past approaches have attempted to increase class
relevance while simultaneously minimizing redundancy with
previously selected features [11]. It proposes a general domain-
specific feature transfer framework, which can link up different
domains using common features and simultaneously reduce
domain divergences [12]. Subsequently, it proposes a ranking

procedure in the feature pool for balancing the information gain
and the complexity to avoid overfitting [13].

Few studies have been conducted on test-cost-sensitive fea-
ture selection. It considers a new term to the evaluation function
of a wrapper feature selection method so that the test cost
of measuring features is taken into account [14]. An effective
feature selection method is introduced to select useful features
hierarchically [15], [35]. It proposes a novel multivariate feature
selection method in which both search strategy and classifiers
are based on multiobjective evolutionary computation (EC) [16].
It presents a comprehensive survey of the state-of-the-artwork
on EC for feature selection, which identifies the contributions of
these different algorithms [17]. Further, Bhuyan et al. describe
the feature and subfeature selection in [18]–[20]. Similarly,
many researchers have developed their techniques and imple-
mented existing methods as in [24]–[26]. Further few authors
have developed several fuzzy logic models for classification
using different datasets [28]–[30].

B. Entropy-Based Feature Selection

The description of the support vector machine (SVM) method
has been taken based on recursive feature elimination to remove
the features. The significant features are selected by this method
that yield better classification performance [20]. Alter et al. [21]
have used singular value decomposition (SVD) for gene data
processing based on Shannon entropy as

E(X|n×p|) = − 1

log(N)

N∑
j=1

Vj log Vj (1)

where the dataset XЄRnxp N = min{n, p}, and vj is the singular
value of X. the relevance of each feature is determined by SVD
based entropy in [16]. The contribution of each feature to the
entropy (CE) is defined by

CEi = E(X|n×p|)− E(X|n×−p|) (2)

where
−
p = p\(ith feature). The selection of features has devel-

oped using simple ranking, forward selection, and backward
elimination-based CEi. Readers can follow the details in [22].
Further, the modified definition of CEi as mCEi is developed by
Banerjee and Pal [8] as follows:

mCEi = E(X|n×−p|)− E(X|n×p|). (3)

This equation reduces redundancy than CEi.

C. Subfeature Selection

In this part, very few papers are available including Bhuyan et
al. [5], [6] for subfeature selection. There is no sufficient infor-
mation on this part. This has motivated us to explore the research
work in the direction of the subfeature selection method.

III. PROBLEM STATEMENT

The feature selection has been focused based on the removal
and controls of the irrelevant features in a database for better
classification performance. Banerjee et al. [22] have shown that
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how the irrelevant features are discarded and controlled the
redundancy from any dataset. But when this model is consid-
ered for classification, the corresponding method may not be
performed for predicted class when fewer features are available
in datasets because the above method selects very few features
in some cases. But for a large number of features in datasets,
this method may consider in certain cases. In some cases, the
feature selection does not reflect the performance of classifica-
tion, but it is performed by feature’s tiny values for the different
identification of class (i.e., the several classes can be identified
differently based on their feature’s tiny data). Thus, it needs
to select such feature’s tiny data for better classification. The
feature’s tiny data called subfeature data have been described
in [5] and [6]. Thus, it motivates to select subfeature data from
each feature for individual dataset. The role of subfeature is very
important in each dataset for classification especially to find a
novel class or unique class. Thus, it considers the collection
of similar feature data from a different database to make large
dataset otherwise the novel class (unique class) may not get from
a few datasets. Since the novel class is unknown in the existing
class, it considers finding it by applying unsupervised methods.
It mainly tries to find the subfeature set that can generate a new
class that is different from the existing class based on their
corresponding subfeature data. The construction of problems
comprises two ways (a) problem formulation is defined through
correlation coefficient for the feature set and (b) set a fuzzy logic
approach are used for the subfeature set as follows.

A. Problem Formulation Feature Set

Several approaches can be used to measure the appropriate
feature selection based on class labels. If class labels are not
known, SE can be used for formulating the feature extraction.
Let X ⊆ Rnxp be the dataset, i.e., X has n data samples and
p dimensions (or features) X can be represented by X = {x1,
x2, …. xn}, where xi = (xi1, xi2, …. xip)T, i = 1 …..n. The
Euclidean distance between xi, xj is represented as

d
0
ij(Xi, Xj) =

√√√√
p∑

k=1

(xik −xjk)
2. (4)

Again let the dataset in the reduced dimension be Y = {y1,
y2, …..yn} and its corresponding Euclidian distance drij(yi, yj)
can be defined between yi & yj, where Y can be determined by
using gradient descent manner based on associating weight (wi)
which can use a monotonic different differentiable function with
range [0, 1]. Thus, it defines

Y = (w1x1, w2x2, . . . wnxn)
T .

Hence, the Euclidian distance between yi and yj i.e.,

d
r
ij(yi, yj) =

√√√√
p∑

k=1

wk(xik −xjk)
2. (5)

Then, the SE can be formulated based on the above Euclidian
distance as follows:

SE =
1∑

i<j d
0
ij

∑ (d0ij − drij)
2

d0ij
. (6)

To avoid dependent features, it considers the correlation
coefficient between the ith and jth feature and controls the
redundancy. The nonlinear correlation is considered for avoiding
constant ratio to the amount of change in the other features val-
ues. Since the values of the features are varied for classification,
it cannot be determined which features values will be appropriate
for a novel class or distinguished class from the existing class.
For correlation coefficients, the authors have taken the steps to
control redundancy among features in [22].

B. Fuzzy Logic Approaches for the Subfeature Set

Although feature selection is an important task in most clas-
sification problems, albeit, it needs a new approach to determine
the subfeature selection to improve the classification accuracy.
Traditional classification cannot determine the exactness of class
toward advanced knowledge for a different purpose. Different
kind of subfeature data of corresponding features is being gen-
erated day-by-day. For example, a new disease is generated
at a different location based on its environment. But initially,
physicians are unable to find such a disease based on their
knowing traditional class of disease. It can be recognized by
verifying the features of tiny data (subfeatures data) based on
the latest technology. Accordingly, the physician can treat the
patient properly otherwise patient falls in death. Thus, to find
sensitive such subfeature data is a difficult task. An effective sub-
feature selection method is always necessary for classification.
Although a large number of classification and feature selection
techniques have been used in the past by different researchers,
still the subfeature selection remains a major and persistent issue
for unique classes. Thus, it aims to identify the subfeature data
from each feature to get a unique class for different purposes
of the application. The next section is considered to get a
partial solution to this problem. In this section, fuzzy logic has
been taken into consideration with multivalued logic and binary
operation for the association of feature set based on subfeature
data. It helps to generate a distinguished class from the existing
class. The details are explained in Section V.

IV. FRAMEWORK FOR FEATURE SELECTION

A. Correlation Framework for the Feature Set

To avoid irrelevant dependent features and control redun-
dancy, it generates a method to assess the redundancy among
the selected features based on the correlation coefficient between
the ith and jth features. Thus, the equation can be written as

CR =
1

(p− r)

p∑
i=1

wi

∑
j �=i

ρij wj (7)

where CR—controlling redundancy, with p � r, wi and wj

weight factor of the ith and jth feature, ρij—correlation coef-
ficient between the ith and jth features, p—total no. of features,
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r—selected features. If p= r, there is no meaning of the selection
of features.

For selecting a set of features, it considers an associated
weight to maintain the selection process based on the gradient
descent method. Generally, it consider wi є [0, 1]. It generates
different values of wi for different features. It considers the
activation function to learn wi by gradient descent, especially
it considers the sigmoid function of activation function for
proposed work. Although the activation function has been de-
fined as definition 1, but based on that activation function, the
sigmoid function can be defined accordingly which is defined in
definition 2 as in Appendix A.

These functions are smooth and bounded sigmoidal functions.
Further, Benjamin Gompertz introduced a smooth sigmoidal
function that can be generated as follows:

σα,β(x) = e−αe−βx

x ЄR (10)

where α, β > 0 represent an effective translation and scaling
term, respectively. Readers can follow the details from [23],
where (10) is defined by Benjamin Gompertz. For nonsmooth,
continuous, the sigmoidal function can be written by following:

αR(x) =

⎧⎨
⎩

0
(
x < 1

2

)
x+ 1

2

(− 1
2 ≤ x ≤ 1

2

)
1
(
x > 1

2

) (11)

The above function is called a ramp function. It considers the
smooth and bounded function, especially, Gompertz function
for the proposed model. Thus, (7) can be rewritten as

CR =
1

(p− r)

p∑
i=1

σα,β(xi)
∑
j �=i

ρij σα,β(xj) (12)

where wi = σα,β(xi) and wj = σα,β(xj) and p�r
This equation is equivalent to

CR =
1

(p− r)

p∑
i=1

e−αe−βxi
∑
j �=i

ρij e
−αe−βxj

with p �= r.

(13)
For different values of x such as x1, x2 ….xn, and for sim-

plicity, xi can be written as simple “I,” it is considered again
βi = βxi for a natural number of x. Thus, the equation can be
rewritten as

CR =
1

(p− r)

p∑
i=1

e−αi e
−βi

∑
j �=i

ρij e
−αj e

−βxj
, with p �= r.

(14)
Further, the correlation coefficient ρij finds the relation be-

tween two features. But to find the better feature, it needs to
define the rank of features, which is determined by the rank of
the correlation coefficient as follows.

Let (Xi, Yi), i = 12, ….n be the ranks of the individuals in
two characteristics A & B. Then, the rank of the correlation
coefficient is given by

Rcc = 1− 6

n(n2−1)
∑
i

d
2
i i = 1, 2, 3 . . . .n (15)

where di is the difference between the ranks. This formula is
called Spearman’s formula for the rank of the correlation coeffi-
cient. Readers may refer to any statistical mathematics book to
understand this formula or equation. The complexity may occur
for a few databases to find a rank correlation coefficient among
features. In this case, the applied method in [22] can help to
select features from the above databases. Since it aims to find a
subfeature selection for a unique class, it considers the following
two cases.

Case 1: To select a feature from the feature set.
Case 2: To select a subfeature for generating a unique class.

Case 1 is considered a little method from [22] to control redun-
dancy based on reduced features whereas it is more comfortable
to select subfeature for the unique class as Case-2. Both cases
are explained in the following two sections separately.

B. Gradient Descent Technique for Feature Selection

The gradient descent technique is derived on objective func-
tion with variable through needed data. This technique can
be considered either a linear or nonlinear dependence of the
dataset. Since the needed dataset is designed by the linear or
nonlinear dependence of features data, it can be created the
objective function by dependence. But the needed framework
is designed through the correlation coefficient to control the
above dependence. It is performed by the correlation coefficient
ρij between the ith and jth feature. Mutual information has
considered measuring the dependence between the ith and jth
features. Now the objective function (E) can be generated for
controlling redundancy and also the approximate number of
selected features based on SE as

E = SE + w ∗ CR. (16)

Here E depends on SE, nonnegative weight w, and CR value
is in [0, 1]. Equation (16) will be optimized by the variation
of the parameter (w) value. The role of α & β is important to
determine CR and E. We can use random initialization for β in
[0, 1] & α can be considered as a real constant value.

The several values of β help to select appropriate useful
features depending on their corresponding interval such as [0, 1],
[−3,+3], etc. sometimes, the recommended interval or random
interval may consider for the selection procedure to predict
useful features. It can repeat the experiment several times based
on different parameters that are used in (14) and (16), etc.
Accordingly, different performances will be generated that are
described in the experiment section.

C. Learning Process-Based Derivative for Feature Selection

The learning starts with zero selection of features (i.e., the
selected feature is zero). The initial value of β is considered in
such a way that e−αe−β is nearly zero. For a fixed value of β, the
evaluation of proposed work can be done, but the randomness
of β value deals with correlated features. In some cases, the
strongly correlated features generate ambiguity situations such
as either one or both features maintain an important role in the
feature selection procedure. We cannot discard either one or
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both from it. Thus, it needs the randomness initialized of β, the
learning process is generated by gradient descent technique as
per the following equation:

βnew
k = βold

k −ρ D1√∑p
i=1 D

2
1i

∀k = 1, 2, . . . ..p (17)

where D1 = ∂E
∂ βold and

αnew
k = αold

k −ρ D2√∑p
i=1 D

2
2i

∀k = 1, 2, . . . .p (18)

where D2 = ∂E
∂ αold and βnew

k , βold
k , αnew

k , αnew
k are new and

old α and β values of the kth feature, respectively, ρ > 0 is
the learning rate. Since E contains two variables (αk and βk)
for derivation, the second-order partial derivation is considered
concerningαk andβk. The corresponding derivatives are derived
as follows:

∂2 E

∂ αk ∂ βk

=
∂2 SE

∂ αk ∂ βk

+
w∂2 CR

∂ αk ∂ βk

∀k = 1, 2, 3 . . . .p (19)

where

∂2 SE

∂ αk ∂ βk

=
e−αe−β +2β(e−β +2β + 1)∑n

i=1

∑
j>1 d

0
ij

n∑
i=1

∑
j>i

(d0ij − dij) (xik −xjk)
2

d0ij d
r
ij

(20)

∂2 CR

∂ αk ∂ βk

=
−2βj

e
−αj e

−βj

e . (21)

The objective function is defined in (16) is maintained by the
effectiveness of several gradients based on their corresponding
positions. Especially the influence of feature selection is dif-
ferentiated by different β values. The selection of features can
be controlled and managed by adjustment of α and β values
iterativewise. The process of the feature selection procedure is
stopped based on the changes of α, β values with no effective
significant result, i.e., the difference between old and new of α,
β values is very less value of η and Г (η > 0 and Γ > 0 are
two threshold values that are defined before implementation)
when the selection process stops, it determines the number of
values of selected features from the procedure based on α and
β in e−αe−β > δ (where δ is predefined value). In some cases,
the δ can be considered with certain predefined range values. Its
importance is determined during evaluation. Based on the above
concept, the algorithm 1 is developed as follows.

In algorithm 1, δ values are considered with a certain real
constant for selecting the required features experimentally. The
δ values are tested during the experiment. Because the values
of each feature in the dataset vary as compared to another
same name dataset. The above method is considered for feature
selection, but the role of subfeature is important. Thus, the
next section is mentioned for determining subfeature data for
classification.

Algorithm 1: Gradient Descent Based Feature Selection.
Input: Dataset Xnxp with n data samples and p dimensions
non-negative weight w, learning rate ρ, two threshold
values η, δ, Γ.

Output: Get selected features.
Initially determine data samples n and p dimensions of
Xnxp.
Evaluate dataset using Pearson’s Coefficient of
correlation between each pair of features
Compute d0ij using (4)
Initialize α and β values randomly between predefined
certain ranges individually.
Evaluate drij using (5)

Evaluate the error function E based on the constants w
and (α, β) values using (16)

Compute new values of (αk and βk) using (17) to (21)
Recomputed new E based on new dnxp, new (αk and βk)

If (|| βnew - βold || > η and || αnew - αold || > Γ) then
βold ←βnew, αold ← αnew, and doldn×p ← dnewn×p.

Prev E← New E
End

Else ρ← c x ρ (where c is real constant)
End
If (e−αe−βi

> δ) then ith feature will be selected ∀ i = 12,
…..p

End

V. FUZZY MODEL FOR SUBFEATURE DATA

Several variables can consider for determining the usefulness
and goodness of both selected features and subfeatures. Now it
discusses the subfeature selection based on random variables.
Here randomness of subfeature data occurs because nobody
can say where the exactness of data at a particular place is. It
depends on location, environment, opinion, etc., from any given
individual. It may or may not occurr in a particular situation.
Once it occurred, there is uncertainty about the exactness of data.
For this, it considers the uncertainty data that can be determined
by fuzzy logic (i.e., it will be represented by a set of logical data).
It considers random variables to find out subfeature data from
a huge database by fuzzy values only, not real numbers since
fuzzy values are vaguely defined and assume with a degree of
acceptability. These are considered truth values and are handled
by the rules of fuzzy logic. After feature selection, the ranking
of features is considered by the ranker’s method. The ranking
of features is assumed by three categories that recognize the
importance of features for classification. The category of the
ranking of features may be characterized as fuzzy values for
classification, which is summarized in Table I.

Table I consists of two columns that describe set fuzzy values
and classification. These are assumed by the generating classi-
fication. Generally, each dataset consists of an individual class,
which should be categorized by Table I. The fuzzy values may
be varied but categories of classification can filter the classes for
further investigation. Here three categories of classifications are
considered for any huge dataset. Novel or distinguished class
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TABLE I
FUZZY SET CLASSIFICATION

always affects society or database, which is difficult to find out.
People are habituated with a traditional class, where anybody
can easily identify the required class. The last row of Table I
is no class or meaningless class means it is not required at
all for further investigation because it is a useless class for the
experiment.

A. Fuzzy Subfeature Set

In this section, fuzzy logic is considered with multivalued
logic and binary operation for the association of feature set based
on subfeature data. It helps to generate a distinguished class from
the existing class. It is considered binary operations {�(‘and’)
and � (‘or’)} to connect the usual properties of fuzzy logic. Let
Γ is a subset of features and α is the single feature of F. Then,
the statement can be generated �aα or �aβ , where α є Γ and
aα ϵ F (F is the set of features). The truth valued function T is
defined on F as T: F→ [0, 1]. Thus, T(a) can receive one of two
values 0 (false) or 1 (true).

Let functions R and S are considered with mapping [01] x
[01] into [01] such that

T (a�b) = R (T(a), T(b))
T (a�b) = S (T(a), T(b)) ∀ a є F, b є F.
Again R(x,y) = min(x,y) and S(x,y) = max(x,y), x є [01] and

y є [01].
For complete distributive lattice and the subset of statements

aα ϵ F, α є Γ, it follows:

T (∧αεΓaα)
=∈ fαεΓT (aα) and T (∨αεΓaα) = supαεΓT (aα) . (22)

B. Functional Mapping on the Feature Set

Let a set G = (A, μ, g) be defined by the required element of
set G as

1) A is the ordinary set, called the basic space.
2) μ is a membership function, mapping as μ: X→[01].
3) g is mapping as g: A→F, where F is a set of features and

is also called the universe of discourse.
For each element a є A, g(a) can be generated and the corre-

sponding membership function μ(a) can also be generated from
a єA. it is considered that the truth value of g(a) is a membership
functional value, i.e.,

μ (a) = T (g (a)) . (23)

Thus, the fuzzy logic is assigned or considered based on the
truth value of each member of the feature set and ordinary set.
Further, let B be another ordinary set andγ be a function mapping
A→B. Let the elements a єA and b єB holds g(a) and γ(a) = b,

where a� b. Here it clarifies that some elements are out of range
(i.e., above or below the range of feature’s data) included in the
B set. Since it aims to find a new class from the existing class
then it considers both set based on fuzzy logic as [g(a)�(γ(a) =
b))] and assigned to m(b)

m (b) = ∧aεA [g (a) ∨ γ (a) = b] . (24)

[Note that g(a) is set of all feature’s value and γ(a) = b is set
off out of feature’s range value]

The truth value of (24) is

T (m (b)) = T (∨aεA [g (a) ∧ γ (a) = b])

= supaεAmin [T (g (a)) , T (γ (a) = b)] . (25)

The new class can be generated based on following criteria:
1) T(γ(a) = b) = 1 if γ(a) = b,
2) T(γ(a) = b) = 0 if γ(a) �b.
From the above two criteria, only criteria (a) are considered for

the proposed work, otherwise, it cannot be determined new class
from traditional class based on criteria (b). Because if criteria
(b) are used, it will again consider the same features data that
cannot be distinguished from others.

C. Fuzzy Expected Subfeature Set

Let the probability triple is (Ω, F, P) and U is a random variable
defined on this triple. This random variable is perceived by a set
of windows Wi, i є J with J a finite or countable set. Thus, it can
be established U(w) єWi for i є J. Further, let S be the space of
discrete function mapping R→ [01]. The ordinary set mapping

A: Ω→ S by w
A−→ Aw based on ordinary random variable U.

The characteristic function Aw is an element of S, where w є Ω.
It considers the random variable U as the original of the fuzzy
random variable (FRV) through perception. Based on this point,
it defines an FRV as a map ξ: Ω → FN, where FN is the set
of fuzzy numbers. Let the set A′ of all possible originals of ξ
is defined as the set of all random variables that are defined on
(Ω′,F′,P′), where (Ω′,F′,P′) is more details than (Ω, F, P). Thus,
U′ ϵ A′ can also be generated based on (Ω′,F′,P′). Thus, the
original is accepted by the truth value as m(U′) where

m(U ′) = (U ′ is an original of ξ).

Applying lattice,

m (U ′) = ∧wεΩ,wεΩ′gw (U ′ (w,w′)) (26)

i.e., original assumes the value U′(w,w′) at the point (w,w′).
Applying truth value into (26), then

T (m (U ′)) = infwεΩ,wεΩ′T (gw ((U ′ (w,w′)))

= infwεΩ,wεΩ′Aw (U ′ (w,w′)) (27)

where Aw is the truth value of gw.
Now the expectation of A is defined as the fuzzy number EA

and its image of the fuzzy set A = (A′, A) is considered by the
mapping
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E: A→R such thatU ′
E−→ E U ′. Let the membership function

of the fuzzy number EA is denoted as (EA), it may explicitly
write EA = (R, (EA)) where

(EA) (a) = supU ′εA′:EU=ainfwεΩ,wεΩ′Aw (U ′ (w,w′)) , aεR.
(28)

Although (28) is very difficult to find subfeature data for
the novel class through a fuzzy random variable, but it has
tried to find such data through experimentally using the above
difficult techniques for the database. Here two sample spaces
are considered for subfeature data such as (a) within range for Ω
and (b) out of range for Ω’. When the subfeature data evaluated
for classification, some data may or may not be involved in
within range or out of range as per instance. The data either
within range or out of range are easily identified to a specific
class, but some data of different features involved in both ranges
are very difficult to identify the distinguished class. In such a
situation, (28) is very much helpful to identify such a new class.
In infwϵΩ,wϵΩ′Aw(U′(w,w′)), the random subfeature data can be
determined which are involved in both range (i.e., within and
also out of range) instancewise. Supreme of such subfeature
data can be determined in (28). After getting subfeatures from
each dataset, the subfeatures data are to test for generating a
new class using the subfeature selection process. The selection
process is considered based on a simple probability of sub-
feature data. Again the selection of subfeatures is determined
by two ways (a) association of subfeature values of differ-
ent features from dimensional reduction dataset and (b) the
percentage of availability of subfeature values w.r.t. features
from dimensional reduction dataset. The detailed evaluation
and experimental analysis of the proposed model based on the
different datasets are mentioned in the next section for better
understanding.

VI. EXPERIMENTS AND ANALYSIS

In this section, the different datasets have been taken for
experiments as per the proposed model and analyze accordingly.
Three different kinds of datasets such as Audit dataset, Alco-
hol QCM Sensor Dataset, and Parkinson dataset with replicated
acoustic features dataset from UCI machine learning repository
are considered to test the model [34]. Readers can refer to the
above dataset for more information from the UCI dataset. The
details of the above three datasets are as follows:

1) Audit dataset: This dataset helps the auditors by building
a classification model that can predict the fraudulent firm
based on the present and historical risk factors. The in-
formation about the sectors and the counts of firms are
listed respectively as irrigation, public health, buildings
and roads, forest, corporate, animal husbandry, communi-
cation, electrical, land, science and technology, tourism,
fisheries, industries, agriculture. The description of the
feature information is as follows: Many risk factors are
examined from various areas like past records of audit
office, audit-paras, environmental conditions reports, firm
reputation summary, on-going issues report, profit-value

records, loss-value records, follow-up reports, etc. After
auditing, important risk factors are evaluated and their
probability of existence is calculated from the present and
past records.

2) Alcohol QCM Sensor Dataset Dataset: The gas sample is
passed through the sensor in five different concentrations.
These concentrations are (a) Concentration Air ratio (ml)
(b) Gas ratio (ml). There are two channels in the sensor.
One of these circles forms channel 1, and the other forms
channel 2. MIP and MP ratios are used in the QCM
sensors. In the dataset, there are five types of the dataset
such as QCM3, QCM6, QCM7, QCM10, and QCM12. It
considers only four QCM sensors such as QCM3, QCM6,
QCM7, and QCM10. In each dataset, there is alcohol clas-
sification of five types, 1-octanol, 1-propanol, 2-butanol,
2-propanol, and 1-isobutanol.

3) Acoustic features: In this dataset, there are 240 instances
but for only 80 subjects, so they are not independent.
The nature of data is dependent for each subject but
independent from one to another subject. So, a traditional
technique from machine learning cannot be applied to this
dataset, because those techniques are based on the inde-
pendent nature of the instances. The concept of replication
considered here does not match the classical concept of
statistical repeated measurements. The term “replications”
refers to the collection of features extracted from voice
recordings belonging to the same subject. Since, in this
context, features are extracted from multiple consecutive
voice recordings from the same subject, in principle, the
features should be identical. The biological variability
result in nonidentical replicated features is more similar to
one another than features from different subjects. The sta-
tus of this dataset is either healthy or PD. It considers three
kinds of features as pitch local perturbation measures,
amplitude perturbation measures, and harmonic-to-noise
ratio measures.

Although different theoretical methods have been explained
in this article, the learning process-based derivative and fuzzy
logic-based data are very important for feature selection as well
as subfeature selection. It experiments with the proposed model
in two ways (a) feature selection and (b) subfeature selection,
which are explained below.

A. Feature Selection

Initially, the given dataset is taken into account for different
experiments by proposed methods. The correlation coefficient
among features is determined from each dataset. Several clas-
sifiers with correlation coefficient values are given in Table II.
Many classifiers and their correlation coefficient can be taken
for experiments, but here it considered only five classifiers with
correlation coefficient values for needed experiments.

The correlation coefficient values have been generated by the
abovementioned classifier from a healthy and PD dataset. Here
both healthy and PD dataset is the status of Parkinson dataset
with replicated acoustic features dataset. As per the proposed

Authorized licensed use limited to: Vignan's Foundation for Science Technology & Research (Deemed to be University). Downloaded on March 21,2023 at 03:02:25 UTC from IEEE Xplore.  Restrictions apply. 



1662 IEEE TRANSACTIONS ON ENGINEERING MANAGEMENT, VOL. 70, NO. 5, MAY 2023

TABLE II
CLASSIFIER WITH CORRELATION COEFFICIENT VALUES

TABLE III
CLASSIFIER WITH CORRELATION COEFFICIENT VALUES

OF SELECTED FEATURES

model, the features are selected based on the correlation coeffi-
cient (CC). The CC is strong in selected features from the dataset
that are used for further experiments like subfeature selection.
The CC of selected features is as shown in Table III from the
healthy and PD dataset.

The selected features of a healthy dataset are effective to
each other as shown in the following figures. In Fig. 1, healthy
dataset are taken into account, where the features are very close
to each other in (a), (b), and (c), especially in Fig. 1(a), the
features in pitch local perturbation measures are very close to
each other excluding the feature “relative Jitter.” Similarly, in
Fig. 1(b) the feature “5-point amplitude perturbation quotient
(Shim_APQ5)” is different from other features. The mapping
from instances versus features; the result is satisfied with the
closeness of features excluding few features, but the features
are much closed when mapping is generated among them as
shown in Fig. 1(d). Similarly, it has generated the approximate
result by PD dataset to compare to a healthy dataset as shown
in Fig. 2. As per the proposed model, the correlation coefficient
is very effective in both datasets. Since the features from the
Healthy and PD dataset are very close to each other as per the
correlation coefficient method, these features are selected for
classification.

Further, the QCM dataset has taken as per similar approaches,
but few features data are discarded from others as per alcohol
classification. Here five types of alcohol classification have been
taken into consideration for experiments based on four types
of QCM datasets. Particularly, the class “isobutanol” consists
of the supreme features data, which are separated from other
features data. In Fig. 3(a), (b), and (d) are approximately in

Fig. 1. Healthy dataset on (a) number of instances versus pitch local perturba-
tion measures, (b) number of instances versus amplitude perturbation measures,
(c) number of instances versus harmonic-to-noise ratio measures, and (d) relative
jitter versus other jitters.

similar state values, whereas in (c) the QCM7 dataset consists
of distinguished features value from others.

Thus, the concentration air ratio (ml) and gas ratio (ml) should
be measured by sensors carefully; otherwise, it will be harmful
to the environment. Since the correlation coefficient of the above
features is very strong, for which these features are selected for
consideration.

Equation (14) helps to find several features from a dataset.
It controls the redundancy among features. Since few features
have irrelevant data, it is discarded such features by techniques
[1/(p-r)] from (14). Although the ranking of features is consid-
ered, it has given the importance of features for selection. It
was a very difficult task to evaluate (16). The role of αk and
βk is very important. The first derivative is not sufficient to
find the needed result. So it has taken the second derivative
to find the needed solution. When old and new values of α
and β are determined, then the objective function value will
be updated by the new E value assigned to the previous value E.
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Fig. 2. PD dataset on (a) number of instances versus pitch local perturbation
measures, (b) number of instances versus amplitude perturbation measures, (c)
number of instances versus harmonic-to-noise ratio measures, and (d) relative
Jitter versus other Jitters.

Here, correlation coefficient ρij is considered to determine the
relationship between two features i and j. Since it is needed to
select the number of features from the dataset, it is considered
a correlation coefficient ρij through different classifiers. Five
classifiers are taken into account for experiment with evaluation
correlation coefficient, which helps to select the features from
the dataset. When the proposed model is applied for experiments
on different dataset, then the dataset divides into a sub dataset
based on a similar feature community of data. For example:
from the acoustic dataset, two datasets are generated such as (a)
healthy dataset and (b) PD dataset. Further from both the above
dataset, similar feature community datasets have been taken
for experiments. For example, the number of similar feature
communities under Pitch local perturbation measures is one
set. Similarly, the same feature community under amplitude
perturbation measures in another feature set, etc. Accordingly,
the results are shown in Figs. 1–4 with corresponding datasets.
Again audit dataset are used in the proposed model. In this data,

Fig. 3. QCM dataset on four types such as (a) QCM3 dataset, (b) QCM6
dataset, (c) QCM7 dataset, and (d) QCM10 dataset.

it is very easy to select the needed features by threshold values.
It has taken eight risk factors for experiments for corresponding
instances. In Fig. 4(c), (e), and (f) are easily selected and
filtered the features from the audit dataset based on resultant
performance, but it is less effective due to similar data. Another
feature set is determined by the proposed model. Since the above
features have a strong correlation coefficient, these features are
taken into consideration.

The importance of correlation coefficient and gradient descent
methods is very effective for feature selection. These methods
help to select the above features from the given dataset. A
detailed description of these methods for the experiment is not
mentioned in this article to avoid the length of this article.
Figs. 4 to 13 are mentioned in Appendix C and Table IV in
Appendix B as supplementary data.

B. Subfeature Selection

This part, it considers the subfeature data from each feature
for experiments toward new classification. The subfeature data
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are generated by the second part of the proposed model using
a fuzzy logic model. This part is a very typical part to select
subfeature data. Getting subfeature data is generated by choosing
the threshold value of each feature data from the dataset using
a learning supervised process. It will vary from one dataset to
another. After getting subfeature values, such values are used
for selecting the process of subfeature based on probability and
associating among subfeatures. The selected features and sub-
features from each dataset are shown in the following Table IV
based on their strong correlation coefficient.

Different dataset have several features under the main feature
set as per feature values. For example: in acoustic dataset, a
particular feature has some subset features like the main feature
“Pitch local perturbation measures” has subset features such as
relative jitter (Jitter_rel), absolute jitter (Jitter_abs), relative av-
erage perturbation (Jitter_RAP), and pitch perturbation quotient
(Jitter_PPQ). Thus, four features are under the main feature
“Pitch local perturbation measures.” Similarly, five features
from each main feature “Amplitude perturbation measures” and
“Harmonic-to-noise ratio measures” are selected. Further 14 fea-
tures are selected from the acoustic dataset. The Healthy and PD
dataset under the acoustic dataset contains 14 selected features
from the main dataset for further experiments, i.e., subfeature
selection. Similarly, ten features from the QCM dataset and
eight features from the audit dataset are selected for further
experiments. Based on the above description, the association
of subfeature data from a subset of the feature of individual
data is shown in Figs. 5–7, where association and availability of
subfeatures are mentioned.

Further in this part, the subfeature data are analyzed for exper-
iments based on a fuzzy logic model. The subfeatures prefer to
test in the category of classification as per the fuzzy logic model.
When the subfeature generates new classes or classes, it will be
tested for the category of classification by the fuzzy logic value
as Table I. It is very interesting to associate the subfeatures from
the instance which are determined by (22).

The subfeature data are identified by a fuzzy logic model
based on true value and false value as follows. If subfeatures are
selected or determined for a new class, then it will be recognized
by true value otherwise false values, i.e., not selected subfeature
data are false values. Thus, (25) is determined by the true value of
subfeature data, which helps to determine a new class. The sub-
feature data are selected through the membership function based
on the association of subfeatures. It motivates such subfeatures
toward the new class. Accordingly, Figs. 5–13 has been gener-
ated as per the proposed models. From each dataset and feature
set, it has taken different subfeature data for further experiments.
The association and percentage of availability of subfeature data
are most important rather than getting subfeature data. The
above two concepts are very important to create distinguish
class. Otherwise, classes will fall in the category of classification
under traditional or meaningless classes as per Table I. The aim
is to find a new class from the existing class. This association
and percentage of availability of subfeature data are considered
based on the probability of these data. Accordingly, the different
subfeature data are selected and fall into distinguished classes.

TABLE V
GETTING SUBEATURE DATA BASED ON THE THRESHOLD VALUE.

These selected subfeatures are shown in different figures as
per the corresponding dataset. For example, the percentage of
availability of selected features in both the Healthy dataset as
well as PD dataset from the acoustic dataset is shown in Figs. 8
and 9. Similarly, the association of subfeatures and percent
of availability of subfeatures from different QCM datasets are
shown in Figs. 10–13. Here, it considers four kinds of QCM
datasets such as QCM3 dataset, QCM6 dataset, QCM7 dataset,
and QCM10 dataset. Although these sets have the same features
name, their feature values are different as per the dataset. Getting
the subfeatures data by choosing the threshold value depends on
the corresponding dataset. The task of association and percent-
age of availability of subfeatures is very important for subfeature
data. Lack of these tasks is meaningless of subfeature selection.
Thus, it considers the threshold value for getting subfeature data
as in Table V. The subfeatures can be selected from the di-
mensional reduction database where choose subfeature data are
available.

From Table V, it can consider a manual threshold value as
per the learning process of testing. If the threshold value is
small than the mentioned value then, it will lose some subfeature
data. Accordingly, the association among subfeature will be less,
which is meaningless of subfeature selection. In contrast, the
threshold value is large, then irrelevant subfeature data will come
to a picture that is not necessary as per the selection process.
Thus, it cannot consider for experiments. The subfeature data
are taken from a dataset based on fuzzy logic subfeature data.
Equation (24) is very important to find subfeature data through
a membership function since it is a membership function. But it
is tried to use that membership function for needed work. The
subfeature set is taken through the membership function of the
fuzzy logic values. Initially, it is created the subfeature set by
using a threshold value, and this set use for the fuzzy model
through the membership function. The membership function
is made as per association and percentage of availability of
subfeature data. If subfeature data comes under the membership
function, it will be selected otherwise it will be discarded from
the dataset. Thus, the selected subfeature dataset are shown
above different figures. Based on the association among subfea-
tures, select the number of a new class from the existing class and
can recognize it as the preferred name. The detailed description
avoids in this section due to the length of pages of paper.
Finally, it concluded all parts of this article in the following
section.

VII. CONCLUSION

This article investigated the important and challenging prob-
lem of subfeature selection based on the proposed model. Both
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feature and subfeature selection had an important role in every
dataset for distinguished class. The selection of a minimum of
subfeatures from maximum values is a very challenging clas-
sification task. The correlation coefficient technique by several
classifiers helps to select the features from each dataset. The
learning process of testing helps to generate different experi-
mental results. The fuzzy model also helps to select subfeatures
based on association and percentage of availability of subfeature
data, which is very important for classification. The probability
distribution and gradient descent method in a different manner
can be applied to select subfeatures for classification in the
future.

APPENDIX A

Definition 1: A measurable function S: R → R is called
“activation function” where

lim
x→−∞S (x) = a and lim

x→∞S (x) = b with a �= b. (8)

Definition 2: A measurable function σ: R→R is called “ a
sigmoidal function” whenever

lim
x→−∞S (x) = a and lim

x→∞S (x) = b. (9)

APPENDIX B

TABLE IV
SELECTED FEATURES FROM THREE MENTIONED DATASET

APPENDIX C

Fig. 4. Different risk factors w.r.t. instances on audit dataset as (a) number
of instances versus first risk factor (b) number of instances versus second risk
factor (c) number of instances versus third risk factor (d) number of instances
versus fourth risk factor (e) number of instances versus fifth risk (f) number of
instances versus sixth risk factor (g) number of instances versus audit risk factor
(h) number of instances versus inherent risk factor and (i) number of instances
versus several risk factor.
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Fig. 4. (Continued).

Fig. 4. (Continued).
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Fig. 5. Audit subfeature data on (a) percentage of association among top
twenty values of features and (b) percentage of availability of top 20 values
from seven selected features.

Fig. 6. Association of sub-feature values of different selected sub-feature data
of health data set as (a) Pitch local perturbation measures of health data. (b)
Amplitude perturbation measures of health data and (c) harmonic-to-noise ratio
measures of health data.

Fig. 7. Association of sub-feature values of different selected sub-feature data
of PD data set as (a) Pitch local perturbation measures of PD data. (b) Amplitude
perturbation measures of PD data and (c) harmonic-to-noise ratio measures of
PD data.

Fig. 8. (a) % of availability of top twenty values w.r.t. features of Pitch local
perturbation measures of Healthy dataset (b) % of availability of top twenty
values w.r.t. features of amplitude perturbation measures of healthy dataset and
(c) % of availability of top twenty values w.r.t. features of harmonic-to-noise
ratio measures of healthy dataset.
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Fig. 9. (a) % of availability of top twenty values w.r.t. features of pitch local
perturbation measures of PD dataset, (b) % of availability of top twenty values
w.r.t. features of amplitude perturbation measures of PD dataset, and (c) %
of availability of top twenty values w.r.t. features of Harmonic-to-noise ratio
measures of PD dataset.

Fig. 10. (a) Association of subfeature values of different features in QCM3
data, and (b) % of availability of top ten values w.r.t. features of QCM3 dataset.

Fig. 11. (a) Association of subfeature values of different features in QCM6
data, and (b) % of availability of top ten values w.r.t. features of QCM6 dataset.

Fig. 12. (a) Association of subfeature values of different features in QCM7
data, and (b) % of availability of top ten values w.r.t. features of QCM7 dataset.

Fig. 13. (a) Association of subfeature values of different features in QCM10
data, and (b) % of availability of top ten values w.r.t. features of QCM10 dataset.
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