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Cutting force is one of the significant parameters in the metal cutting process. The metal cutting process is the primary in the
production and manufacturing industry to produce high-quality products. Every production and manufacturing needs to develop
a technology, i.e., a cooling or lubrication system at the cutting zone while doing the metal cutting process. This current work
focuses on developing the machine learning algorithm by using three different types of regression processes, namely, polynomial
regression process (PR), support vector regression (SVR), and gaussian process regression (GPR). These three processes are
developed to predict the machine learning force, cutting power, and cutting pressure by controlling primary factors (cutting speed,
depth of cut, and feed rate). The cooling or lubrication process also affects the machining process. We need to maintain the
minimum qualifications to perform under minimum quality lubrication (MQL) and high-pressure coolant (HPC). The ANN
algorithm was used to run different parameters, and these parameters are optimized for cutting force.

1. Introduction

In industry 4.0, some techniques are used, i.e., [oT, machine
learning, artificial intelligence, blockchain technology, etc.
These technologies are tested to enhance the quality and
productivity of the industries [1]. Now, several manufacturing
industries are working on intelligent manufacturing tech-
niques integrated with several sensors with the machines.
These manufacturing sensors were synchronized with the

various systems through the IoT and used for different
prediction management [2, 3].

Metal cutting predictive models have some excellent
characteristics because of prediction by using one or more
input parameters to get the output parameters. Modelling
and forecasting the cutting force in the turning process is
related to the number of parameters [4]. Also, it is the getting
of power needed for the machine tool, in any way number of
parameters challenging to develop the model. Several
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predictive methods have been used in the last few years to
create the entire model [5, 6]. Cutting force is more im-
portant in the matching process through the proper selection
of parameters. The challenge we face is modelling the details
accurately because all input parameters are integrated.

Every conventional machine has started integrating with
intelligent technology to reduce errors. This study’s main
objective is to develop a deeper understanding of the system
to develop the machine learning models, i.e., polynomial
regression, SVR, and GPR, to act as tools for the system
(7, 8].

In the 21st century, every industry wants to set efficient
production strategies by controlling and monitoring every
process in each stage. Especially in metal cutting, it is a
convenient issue to prevent the quality of production, which
influences the parameters and better machining process.
Many related/interrelated parameters influence the cutting
force, so it is tough to develop an accurate model. This
research uses machine learning to predict the process using
different models.

Cutting force is difficult to understand because they need
to select various parameters such as machine tools and
fixtures, and monitoring the cutting pressure is very chal-
lenging. Finally, the main aim is to model/develop the exact
complex shape-cutting process by interrelating the param-
eters and prediction using machine learning. In this paper,
different lubrication conditions are considered with different
levels.

2. Experimental Setup

This experimentation is focused on the lubrication/cooling
system. The minimum quality lubrication (MQL) and high-
pressure coolant (HPC) operating techniques were used for
this research work. These two techniques are attached to the
lathe machines. Figure 1 shows flow chart machining pa-
rameters and modelling.

Workpiece material is AISID6 steel, size 120 mm di-
ameter 300 mm long [9]. The lathe machine has an 8 kW
power motor to turn the workpiece. The workpiece is fitted
to the lathe machine after that lubrication or cooling system
is attached [10]. For the minimum quality lubrication
(MQL) process, water is mixed with the compressed air of 3
bar. Fluid was supplied at 30 ml/h by spraying at a distance of
30mm away from the tooltip, at an angle of 30 and 90
degrees [11].

For a high-pressure coolant (HPC) system, water is
mixed with compressed air of 50 bar. The nozzle diameter
supplies 0.4 mm, and the flow rate is 21/min. This nozzle is
fixed at a distance of 30 mm away from the tooltip at an angle
of 5-6 degrees [12, 13].

When we run the lathe machine, we need to control the
cutting speed and depth of the cut feed rate; the operator
owns these parameters [14]. As per the basic knowledge, we
consider three levels of cutting speed and cut depth and four
feed rate levels. We can run (3 x 3 x4) 36 experimentations
that can run each lubricant/cooling condition.

A Kistler component dynamometer is used to measure
the cutting forces. Cutting force is precisely monitored with
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FIGURe 1: Flow chart machining parameters and modelling.

this dynamometer, which is attached to the lathe through a
custom-designed tool holder adapter [13, 15]. Now, by using
the above values, we can start the preparation of data sets. In
the data sets, 75% of data sets should be prepared for training
data sets; the remaining all are considered as test data set to
validate the model [16]. Now, we can select 26 random
training data sets from the experimental data, and the
remaining are used as test models. Test data should consider
from the MQL and HPC machining process. The machining
parameters and responses are presented in Table 1.

3. Machine Learning Method

3.1. Polynomial Regression/Second-Order Polynomial Re-
gression Model. Generally, the regression model gives the
relation between dependent and independent variables.
Linear regression will provide a connection between de-
pendent and separated linearly. Our work focuses on the
polynomial regression, which means that it will give the
relation between the dependent and independent in a
polynomial manner. The polynomial equation needs the
number of linear regressions. For that purpose, the second-
order polynomial equation is considered in our research
[15, 17, 18].

k k

2
Z/Sixi + Zﬁijxij + Zﬁijxij te )
i=1 i=1 i

To fit the second-order polynomial equation, consider
the least square method. The structure of the decision tree is
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TasLE 1: Cutting parameters and response.

Cutting Response
parameters MQL HPC
Sino  Cutting Depth Fee(.i Machining Cutting Cutting Machining Cutting Cutting. Type
speed of cutin  rate in force in (N) power in (kW) . PP e in (N) power  pressure in
in (m/min) (mm) (mm/rev) in (N/mm?) in (kW)  (N/mm?)
1 200 1 0.2 975 2.79 2.78 954 2.76 2.46 T
2 200 1 0.25 1088 3.19 3.19 1067 3.16 2.87 T
3 200 1 0.3 1254 4.05 4.01 1233 4.02 3.69 L
4 200 1 0.35 1546 4.38 4.37 1525 4.35 4.05 T
5 200 1.2 0.2 1026 3.38 3.38 1005 3.35 3.06 T
6 200 1.2 0.25 1225 3.95 3.95 1204 3.92 3.63 L
7 200 1.2 0.3 1654 511 5.04 1633 5.08 4.72 L
8 200 1.2 0.35 1862 5.58 5.52 1841 5.55 5.2 T
9 200 1.5 0.2 1325 411 413 1304 4.08 3.81 T
10 200 1.5 0.25 1456 4.81 4.84 1435 4.78 4.52 T
11 200 1.5 0.3 2015 6.2 6.19 1994 6.17 5.87 T
12 200 1.5 0.35 2022 6.84 6.95 2001 6.81 6.63 T
13 300 1 0.2 955 4.04 4.15 934 4.01 3.83 T
14 300 1 0.25 1055 4.74 4.65 1034 4.71 4.33 L
15 300 1 0.3 1244 5.94 5.05 1223 591 4.73 T
16 300 1 0.35 1016 6.7 6.65 995 6.67 6.33 T
17 300 1.2 0.2 1215 5.1 5.04 1194 5.07 4.72 T
18 300 1.2 0.25 1644 6.01 6.01 1623 5.98 5.69 L
19 300 1.2 0.3 1852 7.61 7.62 1831 7.58 7.3 T
20 300 1.2 0.35 1854 8.44 8.45 1833 8.41 8.13 T
21 300 1.5 0.2 1315 6.25 6.32 1294 6.22 6 T
22 300 1.5 0.25 1445 7.2 7.2 1424 7.17 6.88 L
23 300 1.5 0.3 2011 9.16 9.26 1990 9.13 8.94 T
24 300 1.5 0.35 2015 10.23 10.32 1994 10.2 10 T
25 400 1 0.2 945 4.7 4.84 924 4.67 4.52 T
26 400 1 0.25 1044 5.44 5.45 1023 5.41 513 L
27 400 1 0.3 1233 7.13 712 1212 7.1 6.8 T
28 400 1 0.35 1006 7.84 7.85 985 7.81 7.53 L
29 400 1.2 0.2 1205 6.38 6.35 1184 6.35 6.03 T
30 400 1.2 0.25 1635 7.42 7.42 1614 7.39 7.1 L
31 400 1.2 0.3 1842 9.74 9.32 1821 9.71 9 T
32 400 1.2 0.35 1844 10.34 10.35 1823 10.31 10.03 T
33 400 1.5 0.2 1300 7.92 7.95 1279 7.89 7.63 L
34 400 1.5 0.25 1425 9.12 9.13 1404 9.09 8.81 T
35 400 1.5 0.3 1990 11.54 11.52 1969 11.51 11.2 T
36 400 1.5 0.35 2011 12.81 12.84 1990 12.78 12.52 T

“L, learning data set; *T, training data set.

shown in Figure 2. Where Y is the dependent variable, X,
and Y; are the independent variables.

3.2. Support Vector Regression (SVR) Method. Supportive
vector regression is one of the best machine learning
methods for the supervised algorithm. It will give the best
optimal solutions so that there is no need to do the ex-
perimentation to find the answer [19].

A supportive vector machine divides the data point
according to the claves, which are mapped by the hyperplane
in a high-dimensional space, to create two hyperplanes
between the classes [20]. If there is a larger space, generating
means an error is achieved in the classifier. Due to that

regression, we should try to get an optimal solution by the
hyperlink, which is the most significant distance to data
points of the different classifiers. The data points on the
boundaries closest to separating the hyperplane are called a
supportive vector [20, 21].

This SVM process can apply in any engineering area. The
primary advantage is getting the model by using some
parameters; parameters are kernel function, loss function,
cost function, etc. [22, 23].

The SVM was developed for the classifier regression
only. We are now developing a regression problem with a
loss function that will help find the distance between the
hyper lines. This solving regression problem through the
SVM is called supportive vector regression (SVR) [24].
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FIGURE 2: Structure of decision tree.

TaBLE 2: Performance of different machine learning process.

Cutting environment

Statistical model

Response Method MAPE Max APE MAE NRMSE R?
PR 1.6 3.4 2.22 0.99 0.9956
Fr SVR 1 1.9 13.5 0.066 0.9975
GPR 1 2.5 12.08 0.058 0.9998
ANN 0.8 1.3 9.79 0.055 0.9985
PR 2.8 9.6 0.156 0.075 0.9998
SVR 1 1.8 0.058 0.026 0.9989
MQL Pe GPR 1 2.8 0.065 0.025 0.9987
ANN 0.9 2.5 0.057 0.33 0.99899
PR 1.5 2.9 28.78 0.386 0.9909
Ks SVR 1.2 2.4 23.98 0.445 0.9722
GPR 1 2.98 19.51 0.318 0.976
ANN 0.9 2.5 16.58 0.275 0.9788
PR 1.4 2.5 19.22 0.086 0.9992
Fr SVR 0.9 2.4 11.89 0.058 0.9995
GPR 0.8 1.9 10.78 0.048 0.9995
ANN 0.7 1.5 9.98 0.048 0.9959
PR 2.2 6.8 0.123 0.59 0.9998
SVR 1 2.8 0.065 0.33 0.09998
HPC Pe GPR 0.8 2.8 0.058 0.035 0.9997
ANN 0.7 1.4 0.045 0.019 0.9999
PR 1.5 3.2 28.55 0.48 0.9575
Ks SVR 0.9 2.1 16.15 0.351 0.9755
GPR 0.9 2.4 15.99 0.254 0.9687
ANN 0.8 2.4 13.65 0.254 0.9745
MinimizeC LS o4 e
inimize N & (e;+¢€)+ 2|| [I°.
Input
W = i(ﬁ' -8B (X)) feaﬁ?“ Machine fe(;tuutfeu;f
i=1 1 1 v machine Learning ‘ machine
learning learning
N . 2)
FX) =Z(:8i—:8i )K(Xi’Xj)+b’ (
i=1

K(X,X;) =3 (X,).9(X)),

2
K(X;, X;) = exp <—M>

20

FIGURE 3: Machine learning framework.

3.3. Gaussian Process Regression. It is the best regression
process to solve complex problems with high dimension,
nonlinear, and fewer training parameters. So that we will get
good performance output by the gaussian process regression
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FIGURE 4: (a-c) Machine learning performance for reducing machining force. (a) Fr-evaluation in MAPE models. (b) Fr-evaluation in MAE

process. (c) Fr-evaluation in NRMSE process.

which has been widely applied in various areas of engi-
neering [24, 25].

1 - 1
log (p(y/X,0)) = E’VT(K +0 I) ly —EloglK + 021|
(3)
~log2n
2 08

3.4. ANN Model. ANN method developed like a human
neuron system. Many researchers work on the ANN model
because it can apply to all fields. The ANN model has a
superior intelligence to solve the nonlinear functions. We
were developing an ANN model to interlink the machining
process with different parameters.

In our developed ANN model, we will consider three
layers: (1) input layer, (2) output layer, and (3) hidden layer.
Each layer has different neurons, and each neuron can
simplify and calculate the performance by one or several
varieties of processing methods [1, 4, 24].

The output of the ANN method can adjust by using the
weights. The weights are designed by optimizing the ANN
output and current respond vector. The back propagation
algorithm is one of the best techniques in the ANN model
[25].

3.5. Multiobjective Optimization. In this research, we de-
veloped a machine learning model using different methods;
this method is a multiobjective method characterized by



6 Advances in Materials Science and Engineering

Pc-Evalution in MAPE Process

2.5

1.5

0.5

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

@ Pc MAPE-MQL
® Pc MAPE-HPC
(a)

018 Pc-Evalution in MAE Process

0.16 R
0.14
0.12 B
0.1 : ‘
0.08 e
0.06 B I e
0.04
0.02
0

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
® Pc MAE-MQL
® Pc MAE-HPC

(®)

0.7 Pc-Evalution in NRMSE Process

0.6 e
0.5
0.4
0.3
0.2

0.1

0

0 0.5 1 1.5 2 2.5 3 3.5 4.5

® Pc NRMSE-MQL
® Pc NRMSE-HPC

(c)

FIGURE 5: (a-c) Machine learning performance for reducing cutting power. (a) Pc-evaluation in MAPE models. (b) Pc-evaluation in MAE
process. (c) Pc-evaluation in NRMSE process.

difficult nonlinear functions, and it is impossible to use with 4, Results and Discussion

traditional methods in machine learning. So, we need to

develop a correlation between the input and Output by using In the result part, the Capablllty of machine learning models
polynomial regression multiobjective optimization. was discussed and analyzed according to the accuracy of that
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FIGURE 6: (a-c) Machine learning performance for reducing cutting pressure. (a) Ks-evaluation in MAPE models. (b) Ks-evaluation in MQL

process. (c) Ks-evaluation in NRMSE process.

particular model. MAPE, MaxAPE, MAE, NRSME, and R2
predicted values are summarized in Table 2.

4.1. Machine Learning-Based Prediction Response. This sec-
tion uses four prediction methods to determine the turning
operation under different cooling/lubricating conditions.
The machine learning framework model is shown in
Figure 3.

To develop a polynomial regression model, we produce
36 data sets. In that, 27 data sets are used to create the
regression equation; the remaining nine are used to test the
equation to get an accurate output.

The SVR model was developed by the input of cutting
speed, depth of cut, and feed rate. The RBF kernel function is
established in the SVR model. The c-value and loss function
are essential to perform the SVR model in the Kernel
function. The RBF kernel function will generate automatically



by the subsampling method, which is inbuilt in MATLAB.
We select the grid search method for this entire SVR model
because the medium-sized problem is key solves by this
method. In the grid search method, we will fix every step by
the size range, and we should compare the all-set performance
using the production methods. In the turning of Nimonic
C263 super alloy, a predictive model based on DEFORM 3D
was developed to forecast machining attributes such as
cutting force and insert cutting edge temperature [26]. The 2D
wavelet transform can disintegrate a machined surface image
into multiresolution depictions for a variety of surface
characteristics, and it can be used to evaluate surfaces [27].
This current work will predict the optimal value for each
model’s c-value and loss function in SVR for the grid selection
method [28]. In the GPR model, machining parameters in
MQL and HPC conditions to get the accurate values of hyper
parameters is a challenging step for the GPR model. This
number of primary parameters influenced the GPR model.

In the ANN model, neuro network optimization is es-
sential because there are several hidden layers and several
nodes in the layer through an error method, so we need to
adjust that error; the linear transfer function is used for
adjusting the mistake. The network is well-trained at 10000
epoch with a learning rate of 0.04 and momentum is 0.09
error between the actual output is significantly less than
0.0001 at the training process [29, 30].

N — .
MAPE = - Z(M> 100,
N i=1 Al

|A - X|
MaxAPE = Max i 100 |,

1 N
MAE:NZI:|A—X|, (4)
_ Z?:l (A - X)2
- - X
N
R = Zi:l (A1 - ai) (Xi - xl)

S (A ey e (X -x)

where N is the number of training variables, A and X are the
experimental results, and a and x are the average values of
experimental values.

Performance is shown in different machine learning
models in terms of five other models for the data sets as
shown in Table 2. For more clarity and visualization, a
comparison in performance is shown in Figures 4-6.

From the MQL process:

(1) MAPE values 0.8 to 2.8%
(2) MAXAPE is 1.3 to 9.6%
(3) MAE is 0.57 to 13.5%

(4) NRMSE is 0.66 to 0.025%

(5) The max value found was 3.4 from PR

Advances in Materials Science and Engineering

(6) It is concluded that SVR and GPR methods are
outdated compared to PR

(7) ANN slightly outperformed; both SVR and GPR
methods outperformed PR

(8) Machining force and cutting power values are very
high, but cutting pressure is less.

From the HPC,

(1) MAPE values 0.7 to 2.2%
(2) MAXAPE is 1.4 to 6.8%
(3) MAE is 0.045 to 28.15%
(4) NRMSE is 0.019 to 0.59%

(5) When PR is employed, the maximum values are
found in MAPE and MAXAPE in the cutting power
model, just as in MQL cutting conditions

(6) We observed the best use of SVR and GPR over the
PR method from the above points

(7) ANN is getting more accurate compared to the
remaining methods

(8) We noted from the HPC method that the predicted
machining force and cutting force were close, but the
cutting pressure value was less.

Based on this entire prediction, machine learning al-
gorithms are accurate. By comparing all models, SVR and
GPR performed very closely, accuracy will reach in the PR
model, and ANN is getting more accuracy than all regression
methods. Finally, we conclude the analysis. All procedures
are performed very well, and the results are pretty satis-
factory. While comparing time, the PR method is faster
because it does not need more parameters.

5. Conclusion

In the present study, we developed different models; input
data are cutting parameters in this model. The output
(prediction) is the quality check in lubrication and cooling
machining environments. By performing the different
models, we should find absolute error percentage, maximum
absolute error, mean fundamental error, root square error,
and correlation coeflicient with practically observed values
[31, 32].

By the developed model, it gets accurate prediction
values under all conditions.

Table 2 and the graphs are shown in Figures 4(a), 5(a),
and 6(a).

(1) MAPE values range from 2.8 to 0.7% for MQL and
HPC.
(2) MaxAPE values range 3.4 to 1.3% for MQL and HPC.

(3) By observing Table 2, we can conclude that the
highest cutting power is employed in PR.

(4) By comparing the PR, MAE, and NRMSE, we found
that SVR and GPR performance is better than PR.

(5) The ANN model is also getting higher accuracy than
machine learning models.
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(6) Developed model gets the accepted result, and also it

will reduce the time and cost of the experimentation.

(7) By multiobjective optimization, the best or optimal

combination of machine performance is a cutting
speed is 210 m/min, depth of cut of 1.5 mm, and feed
rate of 0.224 mm/rev.
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