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A B S T R A C T   

Medical image fusion is a technique that maps information from multiple image modalities into a 
single image. In past, several multimodal fusion approaches were developed by various re-
searchers, even so, adaptive fusion and robustness are challenging tasks in clinical diagnosis. In 
this paper, we developed an optimum weighted average fusion (OWAF) for multimodal medical 
image fusion to improve the multimodal mapping performance. In our approach, conventional 
discrete wavelet transform (DWT) is used for the decomposition of input multiple modalities into 
various subgroups. The resultant energy bands were weighted using optimum weights, attained 
using well known particle swarm optimization algorithm (PSO). Our proposed approach was 
tested over MRI-SPECT, MRI-PET and MRI-CT image fusion and we used 20 sets of MR/SPECT, 20 
sets of MR/PET and 18 sets of MR/CT for our method validation. The quantitative evaluation 
were performed using established fusion performance metrics such as structural similarity index 
measure (SSIM), root mean square error (RMSE), peak signal to noise ratio (PSNR), entropy, 

mutual information (MI), and Edge-based similarity metric(Q
AB/F). Robustness of our proposed 

fusion approach is tested over gaussian and speckle noise in all the input modalities. The 
computational performance of our OAWF with PSO algorithm is tested in terms of computational 
time. The OWAF showed superior performance than existing conventional fusion approaches in 
terms of information mapping, edge quality and structural similarity in MR/PET, MR/SPECT and 
MR/CT images in both normal and noisy fusion backgrounds.   

1. Introduction 

Image fusion is a well-known technique in image processing, which is used to integrate two or more image data into a single frame 
[1,2]. Multi modal medical image fusion technique is a robust approach in clinical diagnosis and treatment planning. Multimodal 
fusion can combine the images obtained from various modalities into a single image [3,4]. The fusion approaches are generally used to 
map functional image into a structural image in clinical applications [5]. In the past, various imaging modalities, such as magnetic 
resonance imaging (MRI), computed tomography (CT), positron emission tomography (PET) and single-photon emission computed 
tomography (SPECT) imaging techniques were used for structural and functional image fusion [5–9]. 

Previously used well-known spatial transformation techniques are discrete cosine transform (DCT) [10–12], Fast Fourier Transform 
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(FFT) [13–15]and multi-level decomposition technique such as discrete wavelet transform (DWT) [16–20].The various 
transform-based techniques were used in the past for efficient multimodal fusion applications. Fuzzy transform (FTR) were used for 
medical image fusion for MR/PET, MR-T1/MR-T2, MR/CT, MR/SPECT and CT/PET image fusion were performed for structural and 
functional image fusion [21]. In which, they performed FTR based decomposition, and maximum fusion rule was used for anatomical 
and structural fusion. Manchanda et al., tested the robustness of the FTR fusion technique with zoom noisy medical images. Lifting 
scheme based biorthogonal wavelet-based transform technique based medical image fusion technique is used to fuse MR and CT 
images, MR-T1 image and magnetic resonance angiography (MRA) image fusion were analyzed [22]. 

Multiscale decomposition-based techniques were used for various multimodal medical image fusion applications [23]. Recently 
Maqsood et al., proposed a two-scale decomposition and sparse representation based fusion technique for MR and CT images. In 
two-scale decomposition technique, they proposed two layers, such as base layer and detail layers for CT and MR images, respectively 
[24]. Non-subsampled shearlet transform (NSST) and simplified pulse coupled neural networks (S-PCNNs) based fusion technique is 
proposed to fuse MR, CT and PET images into a single image frame [25]. In which, PET images were decomposed into 
hue-saturation-value (HSV) colour space and CT and MR images were decomposed into low and high-frequency coefficients. In 
discrete ripplet transform-based multi modal medical image fusion input MR and CT images decompose into low frequency and 
high-frequency sub bands. The CT images were fused using low-frequency fusion rule an, whereas MR images used high-frequency 
fusion rule and performed ripplet coefficient-based fusion is performed [26]. Hoseny et al., proposed a Dual-Tree Complex Wavelet 
Transform (DT-CWT) based medical image fusion technique, in which they used approximation coefficient fusion and detail coefficient 
fusion for complementary image fusion. The DT-CWT technique provided grater gain than various conventional histogram techniques. 
However, they did not include metabolic imaging such as PET and SPECT modalities; also the robustness test was not performed for 
noise-free fusion [27]. Padmavathi et al., proposed a decomposed texture based fusion technique for MR/PET image fusion. In which, 
they used total variation (TV-L1) fusion method. The IHS transferred PET images and spatial domain MR images were decomposed 
using TV-L1. The particle swarm optimization (PSO) based weight selection is used to texture selection and tested with 23 pairs of 
MR/PET image datasets [28]. Jiang et al., proposed a laplacian based decomposition for medical image fusion, in which low-frequency 
image was decomposed and then sparse coefficients were fused in complimentary images. Whereas the high-frequency image were 
decomposed using weighted least squares (WLS) filter [29]. Although in jiang study, they tested with MR/CT images, whereas they did 
not test with MR/PET, MR/SPECT image fusion techniques. The conventional image fusion methods have limitations with fusion 
artifacts [30,31]. In the past, various contrast enhancement methods were implemented for medical image fusion [32], however, the 
robustness with various input noises was not addressed well. Artifacts and noises are the main challenges in structural and functional 
image fusion. The objective of our proposed work was to develop a multi-level decomposition technique for structural and metabolic 
image fusion without artifacts and noise in the fused image. 

The rest of the sections are organized as follows; Section 2 presents methods, Section 3 discusses proposed optimum weighted 
average fusion using PSO in detail, Section 4 presents experimental results and discussion and Section 5 with the conclusion. 

2. Methods 

2.1. Discrete wavelet transform based decomposition 

DWT is a mostly used image decomposition technique in multi modal medical image fusion. DWT decomposes an image without 
any gap or overlap, and it recovers the original image with the minimal loss. DWT can divide the image into multiple sub bands with a 
combination of low and high pass filter. Sub bands such as LL (low, low) contains the approximate coefficients LH (low, high), HL 
(high, low) and HH (high, high) contain the detailed vertical, horizontal and diagonal coefficients respectively [2]. In the second level 
of decomposition, the LL band can further be divided into four parts. In this way, if an "l" level decomposition is applied on an image, it 
represented by 3l+1 sub-band among them LLl is approximate coefficient band generated by final decomposition level remaining 
LHn ,HLn and HHn represents detail coefficients where n = 1,2…l-1 [15]. 

2.2. Need for weight optimization in multi-level decomposition 

Multi-level decomposition provides the approximate and detailed components of the input image. The fusion rules such as average 
or max fusion are generally used to fuse the coefficients of these components. The coefficients of approximate and detailed components 
of multi modalities may have more considerable variation as they contain complementary information with a unique representation of 
features. However, conventional methods such as average fusion and max fusion may not give effective complementary fusion, and it 
may have a chance to get artifacts and information loss from any modality. Weights overcome the above challenges, were used for 
coefficients selection. Primary weighted average fusion may not provide effective fused image due to affixed weight value for fusion, 
due to that optimum weight selection can enhance the performance by selecting the effective weights for multi-level decomposition 
components. 

2.3. Particle Swarm Optimization 

Eberhart and Kennedy develop Particle Swarm Optimization (PSO) in 1995 [33]. PSO is a well-known population-based optimi-
zation technique, inspired by the social behavior of birds and fish. It can solve many optimization problems, like minimizing function 
value and hyperparameter selection in neural network training [34]. PSO algorithm includes many concepts like swarming theory and 
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evolutionary computation to set out optima from search space [35]. PSO is initialized to solve a problem with the population of random 
solutions, which contains the particle position along with a randomized velocity [33]. The particles move in an N-dimensional search 
space with initialized random positions and velocities. The objective function evaluates each particle. For all particles, fitness value is 
calculated depending on the position using a fitness function. The current position of a particle is given as the input to the objective 
function to get the current location fitness value. Each particle position coordinates are updated by the two best fitness values “pbest” 
and “gbest” tracked for every time step [36]. The “pbest” is the best value achieved by each particle, which is calculated for every 
iteration. The "gbest” is the overall best value obtained by all the particles “pbest” values in search space until that time step. For every 
iteration, if the particles current position fitness value is better than the "pbest" value then the current position set as "pbest” and the 
position of best fitness value among all is set as “gbest” [37]. 

The position and velocity of each particle is updated by using Eqs. 1 and 2, 

Xi
n+1 = Xi

n + Vi
n+1 (1)  

Vi
n+1 = Vi

n + c1r1
(
pbesti

n − Xi
n

)
+ c2r2

(
gbestn − Xi

n

)
(2)  

Xi
n+1, Xi

n are the new and current position values of particle i respectively 
Vi

n+1,Vi
n are the new and current velocity of particle i respectively 

pbesti
n is the pbest position of particle i at time set n 

gbestn is the gbest position of the optimizer at time set n 
c1, c2 are acceleration factor related to pbest and gbest. 
r1, r2 are the randomly generated with the range [0,1]. 
Two different velocity components were used to calculate the velocity of the particle along with the original velocity. They are 

cognition acceleration and social acceleration components, which are used to adjust velocity according to best positions. The second 
and third part of Eq. 2 represents the cognition and social acceleration components, respectively. The positions, velocities of all 

Fig. 1. Flow chart of PSO algorithm.  
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particles and best values are updated again and again until it reached a pre-determined good fitness [33,37,38]. The flow chart of PSO 
algorithm is given in Fig. 1. 

3. Proposed optimum weighted fusion 

The block diagram of proposed OWAF fusion is shown in Fig. 2. In the proposed method, input images are decomposed into 
approximate and detailed components using discrete wavelet transform (DWT). The approximate and detailed coefficients of the 
Modality-1 image (IM1(x, y)) are in Eqs. (3) and (4) respectively. 

CM1φ(jo,m, n) =
1̅̅̅
̅̅̅̅̅

MN
√

∑M− 1

x=0

∑N− 1

y=0
IM1(x, y)φ(jo,m, n) (3)  

CHi
M1φ(j,m, n) =

1̅̅̅
̅̅̅̅̅

MN
√

∑M− 1

x=0

∑N− 1

y=0
IM1(x, y)φHi (j,m, n) (4) 

Similarly, the modality-2 image (IM2(x, y)) decomposed coefficients are given in the Eqs. (5) and (6). 

CM2φ(jo,m, n) =
1̅̅̅
̅̅̅̅̅

MN
√

∑M− 1

x=0

∑N− 1

y=0
IM2(x, y)φ (5)  

CHi
M2φ(j,m, n) =

1̅̅̅
̅̅̅̅̅

MN
√

∑M− 1

x=0

∑N− 1

y=0
IM2(x, y)φHi (j,m, n) (6)  

Where M × N represents the size of input medical image, i = {1,2,3}, CH1 , CH2 and CH3 represents the horizontal, vertical and diagonal 
components, respectively. 

PSO based optimum weight selection was proposed to calculate the optimum weight values for detailed coefficient bands. If w1, w2 
and w3 are the optimized weight values for vertical, horizontal and diagonal components, then the range of values can be 0< w1, w2, 
w3<1. After proper selection of weight, values the vertical, horizontal and diagonal detailed components are updated and combined 
with the approximate component. Both modality 1 and modality 2 input image detailed components are given to PSO based optimum 
weight selection. The calculated optimum weights by PSO are multiplied with the detailed components to generate new detailed 
components. These modified detailed components are combined with the respective approximate component, they are represented in 
Eqs. (7) and (8) for modality 1 and modality 2, respectively. 

Cdwt
M1 =

{
CM1φ,

(
wH1

M1∗CH1
M1φ,w

H2
M1∗CH1

M1φ,wH3
M1∗CH3

M1φ

) }
(7)  

Fig. 2. Proposed optimum weighted average fusion using PSO.  
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Cdwt
M2 = CM2φ,

{(
wH1

M2∗CH1
M2φ,w

H2
M2∗CH2

M2φ,wH3
M2∗CH3

M2φ

) }
(8) 

The updated coefficient values are fused using average fusion. Inverse wavelet transform is applied to final fused coefficients to 
generate the final fused image. 

Cdwt
fused =

(Cdwt
M1 + Cdwt

M2 )

2
(9)  

Ifused = idwt{Cdwt
fused (10)  

4. Experimental results and discussion 

To evaluate the performance of the proposed fusion technique multi-modality medical imaging pairs MR-CT, MR-PET and MR- 
SPECT are considered. The proposed fusion technique, OWAF is compared with standard fusion methods such as SAF, IHS, FFT, 
and DWT. 

The dataset is available in http://www.med.harvard.edu/AANLIB/. 

4.1. Quantitative evaluation metrics 

Performance evaluation of the fusion method is determined by the quality assessment of the fused image. Automatic performance 
evolution is still a challenging and essential task in the field of image fusion. Objective quality evaluation is performed using quan-

Fig. 3. MR_SPECT fusion result: (a) MR (b) SPECT (c) SAF (d) HIS (e) FFT (f) DWT (g) Proposed WAF (h) Proposed OWAF with PSO (i) noisy MR 
(gaussian) (j) noisy SPECT (gaussian) (k) Proposed WAF noisy gaussian (l) Proposed OWAF with PSO noisy Gaussian (m) noisy MR(speckle) (n) 
noisy SPECT (speckle) (o) Proposed WAF noisy speckle (p) Proposed OWAF with PSO noisy speckle. 
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titative metrics. Many quantitative metrics have been proposed and are used by researchers for fusion method evaluation. Among 
which, few metrics such as SSIM [3,12], RMSE [10], PSNR [5] entropy [17], mutual information (MI) [1–5,7], and Edge-based 
similarity metric QAB/F [4,2–5] are selected. Wang and Bovik [35] proposed an image quality assessment metric based on struc-
tural similarity index measurement. SSIM used to measures luminance, contrast, and structure of image to evaluate the quality of the 
image and given in Eq. (11). 

SSIM(I,F) = [l(I,F)]a.[c(I,F)]b.[s(I,F)]c (11) 

If A and B are input images, then final mean SSIM is calculated using Eq. (12) 

SSIM =
1
2
[SSIM(A,F) + SSIM(B,F) ] (12) 

Fig. 4. MR_SPECT fusion result: (a) MR (b) SPECT (c) SAF (d) HIS (e) FFT (f) DWT (g) Proposed WAF (h) Proposed OWAF with PSO (i) noisy MR 
(gaussian) (j) noisy SPECT (gaussian) (k) Proposed WAF noisy gaussian (l) Proposed OWAF with PSO noisy gaussian (m) noisy MR (speckle) (n) 
noisy SPECT (speckle) (o) Proposed WAF noisy speckle (p) Proposed OWAF with PSO noisy speckle. 

Table 1 
Average performance metrics of MR-SPECT image fusion.  

Method SSIM RMSE MI PSNR QAB/F  Entropy 

SAF 0.6390 0.4672 1.5165 22.71 0.5012 3.734 
IHS 0.6615 0.4146 1.6722 23.85 0.5405 3.984 
FFT 0.6885 0.2864 2.4891 23.34 0.5491 4.145 
DWT 0.7915 0.2154 2.5901 29.61 0.6236 4.573 
Proposed WAF 0.8491 0.1263 2.8745 31.83 0.8129 4.702 
Proposed OWAF-PSO 0.9154 0.0261 3.1652 34.27 0.8653 5.274  
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RMSE is used to measure accuracy in incorporating information from input images. It is calculated by Eq. (13) 

RMSE =

(
∑M

x=1

∑N

y=1
[IA(x, y) + IB(x, y)]2

)1/2

(13) 

PSNR is an objective quality metric and is calculated by Eq. (14) 

PSNR = 10.log
[
(M × N)

2/RMSE
]

(14) 

Mutual information is a quantitative metric used to evaluate the mutual dependency of two images. MI between the fused image 
and the source image is defined as 

MI = MIAF + MIBF (15)  

MIAF(a, f ) =
∑

a, f
PAF(a, f )log2

PAF(a, f )
PA(a)PF(f )

(16)  

MIBF(b, f ) =
∑

a, f
PBF(b, f )log2

PBF(b, f )
PB(b)PF(f )

(17)  

PA(a), PB(b), and PF(f) are the normalized histogram of the source images and the fused image. PBF(b, f), and PBF(b, f) are the joint 
normalized histograms between the fused image and the source images A and B. 

Xydeas and Petrovic [36] proposed Edge-based similarity metric QAB/F to calculate the amount of edge information transferred 
from the input image to the fused image. QAB/F is calculated using Eq. (18). 

Fig. 5. MR_PET fusion result: (a) MR (b) PET (c) SAF (d) HIS (e) DCT (f) DWT (g) Proposed WAF (h) Proposed OWAF with PSO (i) noisy MR 
(Gaussian) (j) noisy SPECT (Gaussian) (k) Proposed WAF noisy gaussian (l) Proposed OWAF with PSO noisy Gaussian (m) noisy MR (speckle) (n) 
noisy SPECT (speckle) (o) Proposed WAF noisy speckle (p) Proposed OWAF with PSO noisy speckle. 
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QAB/F =

∑M

i=1

∑N

j=1
(QA/FwA(i, j) + QB/FwB(i, j))

∑M

i=1

∑N

j=1
(wA(i, j) + wB(i, j))

(18)  

Where QA/F and QB/F are the edge information preservation values. wA(i, j), wB(i, j) are the weights that reflect the importance of QA/F 

and QB/F respectively. If the value of QAB/F is grater then fused image displays better edge information. Entropy is used to measure 
image information, where a higher value indicates the grandness (richness) of image information. 

Entropy = −
∑N

a=0
palnpa (19)  

Where pa is the probability distribution of the pixel “a” over other pixels. 

Fig. 6. MR_PET fusion result: (a) MR (b) PET (c) SAF (d) HIS (e) DCT (f) DWT (g) Proposed WAF (h) Proposed OWAF with PSO (i) noisy MR 
(Gaussian) (j)noisy SPECT (Gaussian) (k) Proposed WAF noisy gaussian (l) Proposed OWAF with PSO noisy Gaussian (m) noisy MR (speckle) (n) 
noisy SPECT (speckle) (o) Proposed WAF noisy speckle (p) Proposed OWAF with PSO noisy speckle. 

Table 2 
Average performance metrics of MR-PET image fusion.  

Method SSIM RMSE MI PSNR QAB/F  Entropy 

SAF 0.5532 0.8362 1.7031 19.78 0.4841 4.251 
IHS 0.5620 0.7743 1.8022 21.41 0.5197 4.326 
FFT 0.6126 0.6022 1.9731 24.80 0.5254 4.389 
DWT 0.7984 0.3423 2.4270 26.39 0.6743 4.684 
Proposed WAF 0.8712 0.1270 3.2651 34.63 0.8380 5.038 
Proposed OWAF-PSO 0.9218 0.0345 3.5043 37.82 0.8669 5.387  
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4.2. MR/SPECT fusion 

MR and SPECT image fusion results are shown in Figs. 3 and 4. Fig. 3(a), Fig. 4(a), 3 (b) and 4 (b) are the input MR and SPECT 
images, respectively. The fused images Fig. 3(c), 4 (c), 3 (e) and 4 (e) are generated by the SAF and FFT based fusion respectively 
showed the less contrast. Color distortion is observed by IHS based fusion shown in Figs. 3(d) and 4 (d). DWT based fusion is showing 
less spatial resolution shown in Figs. 3(f) and 4 (f). The proposed OWAF with PSO results in a better fused image Figs. 3(h) and 4 (h) on 
comparing with proposed WAF (see Fig. 3(g)) and other methods. The metrics values showed that the proposed technique provides 
better quantitative results in terms of SSIM, MI, RMSE, PSNR, QAB/F and entropy. The average quality metrics for the 20 pairs of MR- 
SPECT images are listed in Table 1. The comparative analysis of the metrics for all methods have showed better performance. The 
proposed OWAF achieved higher metrics values nearly 7.2 %, 9.2 %, 7.1 %, 6.05 % and 10.8 % improvement in SSIM, MI, PSNR, QAB/F 

and entropy values, when compared with best values of existing methods and WAF. 

4.3. MR/PET fusion 

MR and PET image fusion results are shown in Figs. 5 and 6. The Figs. 5(a), 6 (a), 5 (b) and 6 (b) represents the input MR and PET 
images respectively and 5 (c) -5 (h) and 6 (c) – 6 (h) are represents fused result obtained by SAF, IHS, FFT, DWT, WAF and proposed 
OWAF. The SAF method Figs. 5(c) and 6 (c) provided spatial distortion due to improper integration of information. Color distortion is 
also observed in the case of MR-PET image fusion by HIS shown in Fig. 5(d) and 6 (d). The results showed that the proposed OWAF is 
better in terms of contrast and integrating the metabolic information in comparison with other methods. The average quality metrics 
for the 20 pairs of MR-PET images are listed in Table 2. The comparative analysis of the metrics for all methods has drawn some 
important points, are useful to evaluate the performance of fusion methods. The proposed OWAF achieves higher metrics values nearly 
5.48 %, 6.82 %, 8.43 %, 3.33 %, and 6.48 % improvement in SSIM, MI, PSNR, QAB/F and entropy values when compared with best 
values of existing methods proposed WAF method. 

Fig. 7. MR_CT fusion result: (a) MR (b) CT (c) SAF (d) HIS (e) DCT (f) DWT (g) Proposed WAF (h) Proposed OWAF with PSO (i) noisy MR 
(Gaussian) (j) noisy SPECT (Gaussian) (k) Proposed WAF noisy gaussian (l) Proposed OWAF with PSO noisy Gaussian (m) noisy MR (speckle) (n) 
noisy SPECT (speckle) (o) Proposed WAF noisy speckle (k) Proposed OWAF with PSO noisy speckle. 
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Fig. 8. MR_CT fusion result: (a) MR (b) CT (c) SAF (d) HIS (e) DCT (f) DWT (g) Proposed WAF (h) Proposed OWAF with PSO (i)noisy MR 
(Gaussian) (j) noisy SPECT (Gaussian) (k) Proposed WAF noisy gaussian (l) Proposed OWAF with PSO noisy Gaussian (m) noisy MR (speckle) (n) 
noisy SPECT (speckle) (o) Proposed WAF noisy speckle (p) Proposed OWAF with PSO noisy speckle. 

Table 3 
Average performance metrics of MR-CT image fusion.  

Method SSIM RMSE MI PSNR QAB/F  Entropy 

SAF 0.6287 0.9432 1.8071 20.13 0.4243 4.087 
IHS 0.6408 0.8904 1.8832 23.87 0.4675 4.231 
FFT 0.6783 0.6143 2.1427 24.46 0.4987 4.498 
DWT 0.7601 0.4507 2.8650 28.98 0.6208 4.621 
Proposed WAF 0.8463 0.1875 3.4379 32.67 0.8546 5.012 
Proposed OWAF-PSO 0.9457 0.0832 3.7865 35.65 0.8781 5.3014  

Table 4 
Performance metrics of image fusion for robustness check.  

Modalities Noise SSIM RMSE MI PSNR QAB/F  Entropy 

MR-SPECT 
Gaussian Noise 

0.8843 0.0216 3.0141 26.43 0.6782 4.672 
MR-PET 0.8521 0.0761 3.2315 28.09 0.7561 4.887 
MR-CT 0.8762 0.2076 2.9023 27.86 0.7209 4.843 
MR-SPECT 

Speckle Noise 
0.9022 0.0350 3.0682 30.04 0.7645 5.012 

MR-PET 0.9276 0.0603 3.4211 30.23 0.7950 5.154 
MR-CT 0.9387 0.1251 3.3902 30.08 0.8113 5.024  
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4.4. MR/CT fusion 

MR and CT image fusion results are shown in Figs. 7 and 8, Fig. 7(a), Fig. 8(a), Fig. 7(b) and 8 (b) represents the input MR and CT 
images respectively. Fig. 7(c)–(h), Fig. 8(c)–(h) are represents fused result obtained by SAF, IHS, FFT, DWT, WAF and proposed OWAF. 
Information loss is observed by SAF method shown in Figs. 7(c) and 8 (c). The result obtained by IHS integrated the contour component 
of the CT with MR in better way on comparison with result obtained by FFT, however both generated contrast restricted images. 
Contour component of CT image integration with MR is better in IHS based fusion on comparison with FFT based fusion. The contrast 
of image is less show in Figs. 7(d) and 8 (d) are results of IHS based fusion. The results showed that the proposed OWAF is better in 
terms of contrast and structural detailing in comparison with other methods. The metrics values shows that proposed technique 
provided better quantitative results in terms of SSIM, MI, RMSE, PSNR, QAB/F and entropy. The average quality metrics for the 18 pairs 
of MR-CT images are listed in Table 3. 

The proposed OWAF achieves higher metrics values nearly 10.5 %, 9.2 %, 8.3 %, 2.6 %, and 5.4 % improvement in SSIM, MI, PSNR, 
QAB/F and entropy values when compared with best values of existing methods proposed WAF method. 

4.5. Robustness analysis 

The robustness of the proposed techniques is evaluated with the help of corrupted images generated by adding noise manually. 
Gaussian noise added MR and SPECT images (Fig. 3(i), Fig. 4(i), Fig. 3(j) and Fig. 4(j) respectively) are given as input to proposed 
techniques. The fused image using WAF and proposed OWAF with PSO is shown in Fig. 3(k), Fig. 4(k), Fig. 3(l) and Fig. 4(l) 
respectively. The speckle noise added MR and SPECT images (Fig. 3(m), Fig. 4(m), Fig. 3(n) and Fig. 4(n) respectively) are given as 
input to proposed techniques. The fused image using WAF and proposed OWAF with PSO is shown in Fig. 3(o), Fig. 4(o), Fig. 3(p) and 
Fig. 4(p) respectively. The gaussian noise added MR and PET images (Fig. 5(i), Fig. 6(i), Fig. 5(j) and Fig. 6(j) respectively) are given as 
input to proposed techniques. The fused image using WAF and proposed OWAF with PSO is shown in Fig. 5(k), Fig. 6(k), Fig. 5(l) and 
Fig. 6(l) respectively. The speckle noise added MR and SPECT images (Fig. 5(m), Fig. 6(m), Fig. 5(n) and Fig. 6(n) respectively) are 
given as input to proposed techniques. The fused image using WAF and proposed OWAF with PSO is shown in Fig. 5(o), Fig. 6(o), Fig. 5 
(p) and Fig. 6(p) respectively. The gaussian noise added MR and CT images (Fig. 7(i), Fig. 8(i), Fig. 7(j) and Fig. 8(j) respectively) are 
given as input to proposed techniques. The fused image using WAF and proposed OWAF with PSO is shown in Fig. 7(k), Fig. 8(k), Fig. 7 
(l) and Fig. 8(l) respectively. The speckle noise added MR and SPECT images (Fig. 7 (m), Fig. 8(m), Fig. 7(n) and Fig. 8(n) respectively) 
are given as input to proposed techniques. The fused image using WAF and proposed OWAF with PSO is shown in Fig. 7(o), Fig. 8(o), 
Fig. 7(p) and Fig. 8(p) respectively. The quantitative analysis of robustness check is given in Table 4. The quantitative results showed 
that our proposed OWAF technique has grater withstanding with noisy background. 

4.6. Implementation results of PSO algorithm 

The optimum weight values of our proposed OAWF technique is obtained using PSO algorithm. The weight values populations are 
randomly generated with number of populations is 50. We have used, 50 iterations (fixed using trial and error method) for the selection 
of optimum weight values. The computational complexity is compared with well-known Genetic Algorithm (GA) in terms of 
computational time (seconds) and given in Table 5. The computational time showed that PSO algorithm has better computational 
performance in terms of computational time. 

5. Conclusion 

In this paper, we proposed an OWAF method using PSO for multimodal brain image fusion. The proposed OWAF showed higher 
results over the state-of-the-art fusion methods in quantitative and qualitative evaluation. The quantitative evaluation is performed 
based on standard fusion quality metrics such as SSIM, MI, PSNR, RMSE, QAB/F and Entropy. The quantitative analysis effectively 
evaluated the quality of fusion in terms of signal quantity, error rate, edge strength and retained information. Our OWAF, showed 
higher performance in terms of all six evaluated measures, in comparison with well known existing techniques. Also, we have tested 
the robustness of OWAF with gaussian and speckle noisy background. Robustness check results showed that, our approach can 
withstand with general noisy background. The computational complexity with optimization algorithm is measured using computa-
tional time in seconds, however our OWAF with PSO significantly reduced the computational time than conventional GA approach. 
The limitations of our method also noted here. In this approach, we used normalized and registered public image dataset, however in 

Table 5 
Computational analysis of PSO.  

Multimodal approach 
Optimum weight values (PSO) Computational time (seconds) 

w 1 w2 OWAF-GA OWAF-PSO 

MR-SPECT 0.6287 0.9432 608.14 312.23 
MR-PET 0.6408 0.8904 589.43 305.46 
MR_CT 0.6783 0.6143 645.42 296.54  
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future we need to further develop registration algorithms for the purpose of multicentral applications. Also, recently various new 
optimization algorithms developed by various researchers, in future hybrid approaches may able to reduce further computational time 
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